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THE ROLE OF DATA AND KNOWLEDGE IN THE FIELD OF AI 

 

Karina Gibert 

Intelligent Data Science and Artificial Intelligence research center  

e-mail: karina.gibert@upc.edu 

 

 

The field of AI,born in 1956 is nowadays generating a lot of interest, since the maturity of ICT technologies 

enables the scalability of AI techniques to face the most complex problems we have ever met before. Climate 

change, sustainability, protein unfoldng are only some of the challenges that AI is able to tackle. In the talk we 

will travel from the origins of AI to the most recent advances by analysing not only the role of data structures 

and infrastructures, but also the role of specific domain knowledge and experts in the deployment of ethics, 

scalable and interpretable AI systemts. We will distinguish between symbolic and subsymbolic approaches, 

formal and informal management of knowledge, and the ethical framework proposed by the European 

Commission to frame the development of the field. Several real applications will help to understand the hipes 

and current challenges and we will provide main guidelines for a safe, trutsworthy and responsable AI. 
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WHAT KIND OF SCIENCE IS DATA SCIENCE? 

 

Sonia Stefanizzi 

University of Milano-Bicocca 

e-mail: sonia.stefanizzi@unimib.it 

 

 

The talk analyses the nature and role of data science, focusing on two main objectives: to provide a 

comprehensive definition and to criticise its relationship with other scientific disciplines. It begins by outlining 

the evolution of the concept of data in the context of the 21st century, highlighting the pioneering work of Jim 

Gray in proposing a new scientific paradigm based on data analysis. The comparison between data science and 

traditional scientific paradigms is discussed, identifying similarities and differences. The literature offers various 

definitions of data science, from minimalist to maximalist perspectives, highlighting the focus on prediction and 

information as fundamental components. The talk investigates whether data science is an established academic 

discipline or simply a set of pragmatic tools. Several views are considered, including Donoho's view that equates 

data science with statistics. The possibility that data science may be a transcendental discipline that supports 

other forms of research is also explored. The implications of 'agnostic science', which relies primarily on data 

to generate scientific knowledge, are analysed, and its integration with the traditional scientific method is 

discussed, emphasising the need for a balance between theory and data. Finally, we reflect on the need to develop 

frameworks to address epistemic and methodological challenges in the context of data science, especially 

regarding the transparency and interpretability of the algorithms used. 
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VISUALIZATION OF TEXTUAL DATA: SOME RECENT 

IMPROVEMENTS 

 

Ludovic Lebart 

Centre National de la Recherche Scientifique, Ecole Nationale Supérieure des Télécommunications of Paris 

email: ludovic@lebart.fr 

 

 

In the fields of Social Sciences, exploratory analyzes of textual data (EATD) have shown their usefulness in the 

case of the processing of responses to open-ended questions in large sample surveys or in the case of corpora of 

large texts (corpora of novels, political speeches, chronological textual series). Correspondence Analysis (CA) 

of lexical tables, with its simultaneous graphical representations of texts and words, is still often used together 

with clustering techniques. But the dimensionality and sphericity of the cloud of points may not allow for 

satisfactory visualizations in a low-dimensional space. The computation of additive trees (or phylogenetic trees) 

(1) is then essential. These trees produce 2- dimensional visualizations of high-dimensional spaces in which the 

real distances between elements in the full space can be easily inferred from clear rules of interpretation. In this 

contribution, we propose a new procedure for the simultaneous representation of texts and words in the 

framework of additive trees which allows us to combine the advantages of both CA and clustering. The trees 

drawn by certain representation algorithms (unrooted trees, such as, for example, the forcedirected graph 

drawings (2)) will be able to be enriched by a plot of the words used to construct them. We designate these 

simultaneous plots by the acronym ACT (for: “Additive Christmas Trees” … to remind that the additive trees 

whose vertices are the texts are “adorned” by the words of these texts – and more generally for a contingency 

or a binary table, e.g.: the tree of columns-points is enriched by the locations of the rows-points). The examples 

shown in this contribution, from political discourses to sets of poems, should exemplify the vital role of 

visualizations in a knowledge process. Meanwhile, we insist on the complementarity between AI tools and 

EATD. 
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(1) Huson D.H. and Bryant D. (2006). Application of Phylogenetic Networks in Evolutionary Studies, 

Molecular Biology and Evolution, vol. (23), 2: 254-267. 
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768. 

 

 

 

 

 

 

 

 

 

  

mailto:ludovic@lebart.fr


 

   
 

 
 

13 

 

BRIDGING THEORY TO PRACTICE: THE 

OPERATIONALIZATION OF DIGITAL CAPITAL 

 

Massimo Ragnedda 

Northumbria University 

email: massimo.ragnedda@northumbria.ac.uk 

 

This presentation explores the translation of the concept of Digital Capital into practical application. Our central 

inquiries have revolved around defining Digital Capital and devising methods for its measurement. These 

questions have steered our research process, involving conceptualization, mapping, scale creation, concept 

validation, and real-world application. Drawing upon Pierre Bourdieu's theoretical framework, we have 

developed a conceptual understanding of how digital capital influences social inequalities and offers a 

framework to examine resource distribution, power dynamics, and interaction patterns within the digital sphere. 

Digital Capital represents a distinct form of capital that is amenable to empirical measurement. The focus of 

this presentation is on the mapping and creation of a scale for measuring Digital Capital, with a discussion on 

the introduction of this new theoretical concept and the methodological challenges inherent in its 

operationalization. 
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WHERE IS THE LOVE? THE ROLE OF ALGORITHM 

AWARENESS IN TINDER ONLINE DATING 

 

Cristiano Felaco1, Suania Acampa2 

 

1 University of Naples, Federico II (email: cristiano.felaco@unina.it) 
2 University of Naples, Federico II (email: cristiano.felaco@unina.it) 
 

Algorithms are deeply ingrained in data curation processes, influencing decision-making across various sectors, 

including finance, healthcare, and education. The pervasiveness of algorithms in society has undoubtedly 

brought about positive consequences in enhancing efficiency, productivity, and convenience; however, 

algorithms can potentially harm specific individuals or social groups. Therefore, being aware that algorithms 

are used in online applications, for what purposes, and in which online contexts (1;2), as well as being able to 

interact with them, is considered a fundamental digital requirement (3). In contrast, a lack of or limited algorithm 

awareness makes individuals unknowingly reliant on these algorithmic configurations. Considering these 

aspects, the study investigates the extent of user awareness concerning the algorithmic mechanisms governing 

the online dating platform Tinder. Specifically, we interviewed 20 Active Tinder users to understand Tinder's 

algorithmic processes and how such awareness (or presumed) might influence how they approach dating. The 

primary outcomes suggest that a subset of the respondents acquire knowledge about the operational mechanisms 

of the dating platform either through firsthand experience (4) or via information exchange (5). Diverse 

experiences precipitate a spectrum of responses that influence user interaction with these platforms, occasionally 

driving attempts to circumvent the underlying algorithmic principles. Individuals with a profound 

comprehension of Tinder's algorithmic underpinnings implement various tactics and strategies, characterized as 

"bottom-up," to sway the results to their advantage. Such strategies encompass profile optimization and a 

targeted approach to swiping. By employing these techniques, users can markedly bolster their visibility and 

the likelihood of establishing substantive connections on the platform. A different awareness of the algorithmic 

system may give users a distinct advantage in exploiting information about how these platforms rate and display 

profiles to other users. 

 

References 
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1 University of Roma “Foro italico” (email: francescaromana.lenzi@uniroma4) 
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3 University of Roma “Sapienza” (email: vi.esposito@uniroma1.it) 
4 University of Roma “Sapienza” (email: ferdinando.iazzetta@uniroma1.it) 

 

The present study titled "Exploring the Frontiers of Digital Social Research: Analysis of Distortions in Digital 

Data and Implications for Online Social Research" delves into the analysis of distortions that occur in digital 

data (1) and their implications for online social research (2). Due to the pervasiveness of digital technologies 

and the growing role of online communication channels in our everyday lives, researchers have increasingly 

turned to digital data sources to study social phenomena. However, the accuracy and validity of such data are 

often compromised by various distortions, posing significant challenges to conducting reliable research. The 

research aims to analyze studies in sociology that use digital data and have questioned the quality of the data. 

Using the framework by Olteanu et.al (3) that describes biases and pitfalls while working with social data, the 

study identifies various sources of bias in digital data such as sampling bias, measurement error, and selection 

bias. The analysis involves an extensive review of existing literature and empirical data. From the empirical 

point of view, through a literature review, we want to extrapolate and study articles in sociology using digital 

data published on the Web of Science indexing platform. The selection criteria for article extraction are 1. Field 

of study: (Sociology) 2. Publication type (Articles); 3. Language (English); 4. Publication format (Open Access). 

The words used for extraction are Digital data, Data Quality, Digital traces, Distortion, Reliability, Validity, 

Generalizability, Trustworthiness, Credibility, Transferability, Confirmability, Biases, Evaluation, and Ethics for 

a total of 129 articles then subjected to quality control by the researchers to identify the articles most relevant 

to the study. 
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CRITICAL PROFILES OF THE USE OF ALGORITHMIC TOOLS 

IN THE ADMINISTRATION OF JUSTICE 

 

Michelangelo Pascali 

University of Naples, Federico II (email: Michelangelo.pascali@unina.it) 

 

The use of decision-making automation tools is increasingly prevalent in the administration of justice. This is 

due to the problematic nature of human decision-making in regard to ascertainment and forecasting activities. 

Technological evolution could therefore provide new, partially algorithmic solutions to address the social risks 

associated with inadequate management of the issues at hand, especially in relation to criminal phenomena. 

However, it is important to acknowledge that this may have its own limitations and challenges to overcome. 
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DIGITAL-ENVIRONMENTAL HABITUS AMONG ITALIAN 

USERS: USING PATH STRUCTURAL MODELLING TO EXPLORE 

THE ROLE OF DIGITAL EXPERTISE AND ENVIRONMENTAL 

PREDISPOSITIONS IN ENHANCING DIGITAL SUSTAINABILITY 

 

Maria Laura Ruiu1, Massimo Ragnedda2, Felice Addeo3, Gabriele Ruiu4 

1 Northumbria University (email: maria.ruiu@northumbria.ac.uk) 
2 Northumbria University (email: massimo.ragnedda@northumbria.ac.uk) 
3 Univeristy of Salerno (email: faddeo@unisa.it) 
4 University of Sassari (email: gruiu@uniss.it) 

 

This study explores how environmental predispositions, backgrounds, and digital expertise influence digital 

behaviours and pro-environmental awareness among ICT users in Italy. Thedigital-environmental habitus, 

reflecting digital technology use and environmental attitudes, is explored through a survey of 1188 participants. 

Ruiu et al. (2023) define the digital-environmental dimension of the habitus as encompassing pre-existing  

backgrounds, as well as the assimilated increased use of digital technologies in people’s daily lives, reflecting  

individual environmental attitudes. The study employs this concept to understand how individuals respond tothe 

challenges presented by digital advancements in times of environmental crisis. It also advances the concept by 

breaking it down its two constituent dimensions: awareness and engagement. Analysing these dimensions 

independently enabled us to study how individuals’ offline environmental values are mirrored in digital 

experiences. Results from a Path Structural Model indicate that environmental predispositions significantly 

impact digital pro-environmental awareness and behaviours. The existence of digital-specific environmental 

awareness enhances pro-environmental digital behaviours, emphasising the importance of raising awareness 

about the environmental impact of digital tools. While digital expertise alone does not significantly predict 

digital environmental awareness, it does moderate the behavioural aspect of the digital environmental habitus, 

promoting behaviours that are mutually beneficial for users and the environment. Therefore, digital skills might 

have the potential to amplify behaviours driven by cognitive and technical-based mechanisms, as suggested by 

the literature. These mechanisms can empower individuals to effectively use digital tools for retrieving and 

critically analysing environmental information in a manner that benefits both themselves and the environment. 

This is in line with studies that emphasise how ICTs may facilitate access to up-to-date scientific knowledge, 

and support different cognitive processes (Al-Ansi, Garad, and Al- Ansi, 2021), including knowledge 

acquisition and problem-solving (Muzana et al., 2021). These findings highlight the importance of promoting 

environmental awareness among digital users. It also emphasises the role of digital expertise in shaping digital 

behaviours. 
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Over the past decades, European countries have been facing a systematic decline in rates of natural population 

change, counteracted by positive net international migration rates driving overall population growth. 

International migration might play a dual role, first, by directly contributing to population change and indirectly, 

influencing demographic age and sex structures, changing its composition. Within the broader European 

scenario, Italy's distinctive demographic challenges, marked by enduringly low fertility trends, sustained 

international migration, and accelerated population ageing, warrant special attention. This paper aims to 

investigate the impact of determinants on fertility by Italian population subgroups of foreigners and natives. 

Utilizing demographic macro-data from ISTAT, our analysis employs the Partial Least Squares (PLS) path 

modelling technique to model the socio-economic factors that have the greatest impact on the fertility of the 

groups studied. This methodological framework enhances our comprehension of the intricate dynamics 

governing the demographic landscape, offering insights into the unique role of international migration in 

shaping fertility trends in Italy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

mailto:anna.paterno@uniba.it


 

   
 

 
 

20 
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APPROACH 
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The aim of the contribution is to identify the relationship between demographic dynamics and population 

ageing. Both processes have important geographical specificities that are amplified on a local scale. The 

population of Italy is affected by a widespread ageing process and will experience a significant demographic 

contraction. However, not all municipalities are ageing at the same rate and with the same intensity and not all 

will face demographic shrinking. The contribution intends to study the links between these two processes 

considering spatial heterogeneity from a local multiscale perspective. To this end, indicators of population 

ageing will be placed in relation to a series of indicators relating to demographic dynamics. All indicators are 

calculated at municipal level and refer to the last twenty years. The analysis methods include classical (i.e. 

global non-spatial) and local multiscale geographically weighted regression models. The results will allow to 

appreciate not only the relationships between demographic dynamics and population ageing but, above all, how 

these relations change geographically, at what scale they operate and what type of geographical patterns they 

draw. These three aspects might be of particular interest to calibrate place-based policies. 
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International scholarship is increasingly addressing the determinants of political engagement among individuals 

with migratory backgrounds. Only a few studies have investigated the role played jointly by ethnic identity and 

perceived discrimination in influencing political engagement. No studies have considered differences by 

migratory generation. This contribution tries to fill this gap using data from the Social Condition and Integration 

of Foreign Citizens survey of the Italian National Institute of Statistics (2011–2012). In the proposed analyses, 

we measured political engagement using three different variables, two for attitudinal political engagement 

(interested in Italian politics and talking about politics) and one for behavioural political engagement 

(participating in political debate). We applied a set of logistic regressions with findings presented as average 

marginal effects, and we deepened the results by applying the interaction between ethnic identity and perceived 

discrimination. The empirical results indicate that for both the first generation and 1.5 generation, there is no 

evidence of a negative role played by the preservation of the minority identity as long as it is also accompanied 

by the acquisition of a majority (national) identity. Furthermore, the results proved that as discrimination 

increases, political engagement (both attitudinal and behavioural) increases for both migrant generations 

considered. 
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SRI LANKANS IN ITALY: LINKING RESIDENTIAL CHOICES TO 

SPATIAL VARIATIONS IN THE CONTEXTUAL 

SOCIOECONOMIC CONDITIONS BETWEEN AND WITHIN 
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Summary of background data: The current study proposes a comparative spatial analysis of residential 

segregation and settlement models among Sri Lankans in the eight main Italian municipalities, where the 

majority of the community resides. Objectives: The research serves a dual purpose based on the geographic 

scale considered, encompassing both inter-urban and intra-urban levels of analysis. Firstly, it seeks to compare 

the patterns of Sri Lankan settlements across diverse urban contexts. Secondly, it endeavors to identify potential 

spatial polarization of Sri Lankans within specific neighborhoods, examining spatial correlations with key 

variables indicative of socioeconomic disparities in urban areas. Methods: The initial phase involves generating 

descriptive statistics and maps to preliminarily examine the distribution of Sri Lankans in each municipality 

under consideration. Subsequently, multiple linear models are employed to evaluate the overall variation in the 

concentration of Sri Lankans concerning various socioeconomic predictors. Additionally, geographically 

weighted regressions are implemented to explicitly model spatial dependence between Sri Lankans' location 

quotients and the specified predictors. All variables are referenced to a common geographic grid, enabling the 

standardization of different areal unit arrangements and facilitating spatial comparisons. Results: The findings 

reveal that the distinctive residential patterns of Sri Lankans extend beyond a simplistic center-periphery 

dichotomy. Discussions/conclusions: The ethnic mixing observed in historic centers may indeed unveil states 

of socioeconomic inequality, necessitating tailored interventions and thoughtful consideration. 
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Investigating the formation of algorithmic identities, their peculiarities, and the relational modes developed by 

humans with them are fundamental themes for understanding the transformative changes affecting 

contemporary societies and cultures. The presence of intelligent algorithms, intangible and robotic, overt and 

latent, supportive and retroactive, influences how individuals articulate their values, behaviour patterns, ethical 

principles, beliefs, and connections, all the way to the identity project of who they are and who they aspire to 

become. Among the challenges and discoveries that this framework entails in the field of research, there arises 

the need to understand who the future "subjects of study" will be. From an STS perspective, it aims to provide 

a trans-speciesism reflection since these agents not only influence human behaviour but are also integral to the 

generation and collection of digital data. The intent is to elucidate their Manifestations and their hypothetical 

degrees of influence and interaction. Furthermore, the analysis of algorithmic intelligent agents could offer 

critical insights into digital research methods, particularly in terms of ethics, transparency, and awareness, both 

on the part of researchers and the subjects involved, raising relevant questions about how these entities 

influence, manipulate, distort, and accompany human interactions, and how this translates into the 

reconfiguration of collected data. The objectives of the presentation will, therefore, be to delineate algorithmic 

agents and their social manifestations and to reflect on the symbolic aspects adhering to anthropocentric social 

paradigms, determining further evolutionary processes. 
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The latest frontiers in digital social research often involve the use of crowdsourcing platforms to support the 

implementation of different empirical studies. These are online tools which combines traditional modes with 

those linked to the developments in digitization processes; they are especially used to quickly and cheaply 

recruit participants and collect data, carry out experiments, validate research instruments such as questionnaires, 

and explore a wide range of social phenomena, enabling researchers to obtain data from participants from 

different cultures and backgrounds (1,2). In this contribution, starting with an overview of major crowdsourcing 

platforms like Amazon's Mechanical Turk and Prolific, the key features of this strategy for conducting social 

research will be described. Specifically, methodological and ethical issues related to data quality and validity, 

sample representativeness, and informed consent of the participants will be addressed. For example, the 

heterogeneous composition of the online population involved may lead to unrepresentative samples, with the 

possibility of bias in the results; the flexibility of crowdsourcing platforms can make it to control the conditions 

under which the study is carried out, affecting the validity of the data collected. From an ethical point of view, 

there are issues related to the compensation of participants that might encourage the search for quick solutions 

at the expense of the quality of the data collected. 
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Data volume, variety, and velocity from various sources have increased dramatically in recent years. Most of 

this big data are produced by web users: the so-called user-generated content (UGC). This type of data can 

include geographic information provided voluntarily by users through the geographic localisations of their 

devices. Twitter (now called X) is a primary source of geodata for social research. Through a case study, this 

research aims to understand the spatial representativeness of geodata by seeking whether the spatial distribution 

of geoTwitter is related to the infrastructural characteristics of the area (e.g., museums, parks, B&Bs, historical 

sites, etc.) or its socioeconomic characteristics. To address this research objective, we collected 100,000 

geolocalised tweets in the city of Naples using a Python scraper. Data were collected between January 1, 2020, 

and March 31, 202. Geolocalised tweets were analysed with socio-economic data from the 2021 census and 

leisure facilities and services of the area. The analysis results show that geolocated tweets are more closely 

related to the physical structures within the area rather than its socioeconomic conditions. 
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X, formerly known as Twitter, has played a fundamental role in social research, emerging as the primary 

platform for numerous scholarly investigations. However, recent scholarly discourse has increasingly 

underscored critical points, such as the absence of geographical information and the closure of APIs. It is within 

this context that this present study is positioned; its primary objective is to scrutinize the current efficacy of X 

as a source of big data for social scientists. The chosen case study focuses on Italian-language posts from March 

31st to April 28th, during which Italians were barred from accessing ChatGPT due to the intervention of the 

privacy regulator. The empirical phase brought to light challenges in the platform's utilization. Foremost among 

these challenges was data collection. Following the closure of APIs, which presented a set of complications, 

data collection was executed through an algorithm operating on both the web page and HTML structure. While 

this method allows for a greater volume of records compared to previous approaches, it comes at the cost of 

significantly diminished informational quality. The prevalence of null values and the almost complete absence 

of metadata are illustrative examples. The principal consequence is the restriction to a limited set of analysis 

techniques, primarily constricted to text-based analysis. Furthermore, another salient aspect to consider is the 

increasingly prominent role of images in X communication, prompting the imperative to develop tools capable 

of capturing and analyzing such elements, with contributions from visual sociology. In conclusion, this work, 

grounded in a case study, elucidates critical issues and strengths in utilizing X as a resource for social research. 

 

 

 

 

 



 

   
 

 
 

27 

THE EVOLUTION OF SOCIAL FRAILTY IN SOCIAL DOMAIN: A 

BIBLIOMETRIC ANALYSIS 

 

Giulia Cavrini1, Maria Gabriella Grassia2, Marina Marino3, Agostino Stavolo4 

1 Free University of Bozen (email: gcavrini@unibz.it) 
2 University of Naples Federico II (email:mariagabriella.grassia@unina.it) 
3 University of Naples Federico II (email:marina.marino@unina.it) 
4 University of Naples Federico II (email: agostino.stavolo@unina.it) 

 

The increasing aging population has sparked heightened interest in topics like frailty and life satisfaction. One 

often-neglected aspect is social frailty, characterized by insufficient engagement in social networks and a 

perceived lack of contact and support (1). Despite its significance, social frailty remains among the least 

explored areas in frailty literature. To gain a comprehensive understanding of this subject, it is crucial to review 

and map existing literature. Scientific knowledge mapping involves a thorough examination of relevant articles. 

This study specifically focuses on science mapping, enabling the identification and visualization of themes and 

trends both synchronically (within a specific period) and diachronically (across time) (2). The objective is to 

trace the evolution of themes related to social frailty in social fields using thematic map evolution. Using the 

query TS=(("social frailt*" OR "social vulnerabilit*") AND ("elderl*" OR "age*" OR "old*" OR "old* 

adult*")), we analysed 370 documents on social frailty from 1997 to 2023 in the Web of Science (WoS). These 

documents span various categories (Anthropology, Communication, Demography, Development Studies, 

Family Studies, Gerontology, Multidisciplinary Sciences, Women's Studies, Psychology (Clinical, Applied, 

Developmental, Educational, Multidisciplinary, Social), Social Issues, Social Work, Interdisciplinary Social 

Sciences, Educational Research, and Health Policy Services). The analysis tracks the evolution of research 

themes in scientific production on social frailty. Initially, the focus cantered on physical and disease aspects, 

particularly Alzheimer's and dementia. This shifted towards investigating the impact of climate change on older 

adults, followed by a concentration on the social effects of the pandemic. In the last two years, there has been a 

notable emphasis on gender inequalities and social support. This progression underscores a broader recognition 

of environmental, societal, and gender-related dimensions in understanding frailty and aging, reflecting a more 

comprehensive research approach in this field. 
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The University of Milan-Bicocca conducted a survey to study its student population with a migratory 

background. However, the interpretation of the results must consider the non-probability nature of the employed 

sample, which may be affected by self-selection, potentially leading to biased descriptive statistics. The 

University also gathers yearly administrative data which unfortunately do not provide enough information to 

map the target population. Survey and administrative data can be matched through a unique linkage key. The 

main objective of this work lies in mapping the entire target population within the administrative data. In 

particular we aim at investigating if each student belongs or not to the target population and its migratory 

background type. We exploit survey data to map the hidden sub-population. The survey in fact contains an initial 

set of screening questions that has a two-fold implication: it directly allows to identify, among the respondents 

of the survey, individuals belonging to the target population; it indirectly allows to keep track of all the 

respondents that do not belong to the target population, since the meta-information of discarded interviews 

remains stored in the platform. We employ this information, that is missing in the administrative dataset, to fit 

a model that predicts if a student belongs or not to the target population, for all the units in the administrative 

data. The model allows mapping the target population through a prediction process. The robustness and accuracy 

of the prediction is evaluated by employing both statistical and machine learning models and through k-fold 

cross-validation. The identification of the hidden sub-group enables the study of its characteristics, which would 

have been impossible without resorting to a predictive model. Possible improvements and extensions of the 

proposed methodology to other applications that share a similar data structure are presented. 
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Our contribution aims at understanding inequality (mis)perceptions and discrepancies in Europe, focusing on 

social classes. Generally speaking, scholars have focused on objective social positioning (in terms of income or 

occupational positioning) in order to explain several individual behaviors, such as supports for political parties, 

redistributive policies, welfare state (2). However, a very recent literature questions this approach, claiming that 

misconceptions of social positioning matter for demand for policies oriented toward redistribution (1). It is 

interesting to report that, in certain countries, middle class individuals misperceive their social positioning more 

than other social groups (3). We exploit five ad hoc modules of ISSP (International Social Survey Programme) 

on Social Inequality. These modules fit with our goals given that they deal with issues such as views on earnings 

and incomes, career advancement by means of family background and networks, social cleavages and the social 

position of the individuals and their partner. Implementing multilevel regression models and adopting a novelty 

approach based on both individual and partner information, this contribution sheds new light on the determinants 

of misperception of social positioning. 
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The package "PublicWorksFinanceIT", enables users to retrieve and analyze financial data related to public 

works in Italy, specifically, it focuses on soil defense investments. The data is sourced from three distinct 

platforms: the OpenCoesione repository, which aggregates financial information for public works founded 

national and European funds, the Ministry of Economy and Finance's OpenBDAP open data platform, housing 

all Italian funds allocated to public interventions, and the ReNDiS database, provided by ISPRA, that 

exclusively gathers information about interventions in soil defense. This package offers a user-friendly tool that 

eliminates the need for direct access to the aforementioned institutional platforms and ensures real-time updates. 

Additionally, all measurements, metadata, and accompanying analytical tools are provided in English, 

enhancing accessibility for both international and domestic users. The data from these three sources are linked 

using two distinct variables: the unique project code (CUP) and the local project code, ensuring that there is no 

duplication of data. Moreover, the data is geographically referenced, meaning that each financial observation is 

associated with public work in a specific municipality within a particular Italian region. This includes 

information on the region, province, and municipality for each dataset entry. Indeed, the dataset has been 

enriched with geo-references for each municipality. Users can select the reference from either the coordinates 

of the municipality's centroid or the areal data of the polygon shape representing the municipality. In addition 

to functions for data retrieval, there are also functions available for visualizing the collected data on maps, 

classified by various variables. 
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Since 2020, the population census count is carried out through the integrated use of administrative sources. The 

new census process enables the observation of individuals' Signs of Life (SoL) in terms of usual residence in 

Italy by integrating information on the place of residence recorded in the population register with that derived 

from administrative sources (e.g. Labor and Education archive, Tax Returns archive, Earnings, Retired, and 

Non-Pension Benefits archives, Permits to Stay archive, electricity and gas consumption archives, etc.). As is 

widely known, the population register is affected by under and over coverage, particularly for some population 

groups (e.g. foreigners). In addition, the “SoL” approach depends greatly on the location of the signals recorded 

in the administrative sources. In particular, place of residence discrepancies can cause misplacement errors that 

produce over and under-counting, simultaneously within two different municipalities. In this study, SoL are 

used to implement a ML classification strategy to distinguish between usually resident and not usually resident 

population in Italy. Supervised training and testing data sets are built using the 2021 census sample survey data. 

Different ML models and hyper-parameters are used to identify the best model for classification. In order to 

deepen the analysis of some quantitative differences between the place of registration of individuals in the 

population registers and the usual residence as traced by the administrative sources, an unsupervised analysis 

of electricity and gas consumption is developed. Through the analysis between the information on households 

included in statistical registers and the consumption patterns of the smart meters associated, we try to assess the 

most probable place of usual residence, i.e. where a household, or part of it, actually lives, reducing the possible 

misplacement errors. 
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The activities carried out for the update of ISTAT's Territorial Bases have led to the production of cartography 

derived from the integration of numerous geographically diverse data, especially at the thematic level. 

Therefore, the new statistical geography is highly valuable not only as a basis for disseminating census data or 

data resulting from surveys conducted by the Institute but also for spatial analyses concerning various social 

and territorial aspects. One of these aspects is the dynamics of inhabited localities. ISTAT inhabited localities 

have always been a cornerstone, primarily for the analysis of dynamics related to population and productive 

activities. In 2021, this geographic base, due to numerous innovations both in terms of graphics and information, 

allows for additional analyses related to various social aspects(transportation, infrastructure, leisure and 

recreational activities, etc.). In this paper, we will describe some simple examples of the dynamics of inhabited 

localities related to territorial phenomena (land consumption,) and those concerning population dynamics 

(depopulation, migration towards adjacent locations). As examples of significant changes in the surface area of 

localities, we can describe the cases of Udine and Sassari. The former, for a better resolution of the design, 

experiences a decrease in its surface by 21.5% compared to 2011. In contrast, Sassari increases its surface by 

just under 50% due to a merger with an adjacent locality. Moreover, by simple GIS algorithms for spatial 

analysis, is it possible the measurement of urban expansion in major population centers. From this, it can be 

deduced that among the main cities: - The inhabited center 'Milan' covers an area of approximately 75,098.1 

hectares, expanding within 153 municipalities; - The urban area associated with Naples covers 49,957 hectares, 

involving the territory of 555 municipalities; - The urban area of Rome extends over approximately 51,072.7 

hectares, expanding within 381 municipalities. 
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In this study, we propose a new method to estimate the sustainable development goals (SDGs) sensitivity of 

enterprises in Italy at the provincial level using web-scraping data (a nonprobability sample) because this value 

is not surveyed by the Italian National Institute of Statistics. The proposed method uses a probability sample to 

reduce the selection bias of estimates obtained from the nonprobability sample in the context of small area 

estimation and integrates the nonprobability and probability samples using a double robust estimator that 

combines (i) propensity weighting to improve the representativeness of the nonprobability sample and (ii) a 

statistical model to predict the units that are not in the nonprobability sample. A bootstrap procedure for 

estimating variance is also proposed. To validate the proposed method, a Monte Carlo simulation, and an 

application with real data for e-commerce prevalence were performed. Results show that the proposed method 

allows the correction of bias from the nonprobability sample while maintaining a good level of estimate 

reliability. 
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FOSSR project, funded in 2022 within the PNRR, aims to create a Research Infrastructure (RI) for social 

sciences, in compliance with Open Science and FAIR principles, to strengthen, among social sciences 

researchers, the awareness and knowledge on both data management and advanced statistical methods and 

techniques, via innovative interfaces (1). Moreover, aims to play a crucial role in addressing the key societal 

challenges, ensuring that national and European policy making is built on the highest-quality socio-economic 

data. Along the lines of the European Open Science Cloud project, FOSSR-RI represents a shared and simplified 

data access, in which innovative services for data collection, data curation and data analysis on economic and 

societal change are integrated. Among them, FOSSR RI builds up an Italian Life Course Observatory connecting 

data from already existing international surveys and infrastructures (Growing Up in Digital Europe - GUIDE; 

the Gender and Generations Survey - GGS; and the Survey of Health, Ageing and Retirement in Europe - 

SHARE-ERIC, all included in the ESFRI Roadmap 2021) with the first Italian Online Probability Panel - IOPP 

(in collaboration with ISTAT) which enriches data by integrating information on social and political attitudes 

and values of the Italian population (2). Bythis way, FOSSR RI makes available FAIR and updated meta-dataset 

covering the whole life cycle. Acknowledging the need to build new tools and foster existing infrastructures 

providing statistical information to support the future actions of researchers, institutions and policy makers, the 

paper aims to exploit the added value resulting from the integration of the above-mentioned surveys, enhancing 

synergies among them and providing scholars with a single access point to high quality and FAIR social science 

data in the perspective of a Life Course Observatory. 
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Digital transformation fostered the proliferation of several processes of social change, both in individual 

behavior, in public and social life, and in scientific work. Within the Open Science scenario, the 

“platformization”, i.e., the rapid proliferation of open, accessible, and easy-to-use data platforms, offers broad 

research insights, from theorizing theoretical models to defining innovative research methodologies. Indeed, the 

promotion of open data delivered by digital platforms poses new challenges and opportunities in social science 

research.The socio-technical approach identifies complex relationships among social and technical aspects (1), 

underlining barriers and possibly overcoming them. In particular, the notions of “black box”, “boundary objects” 

and “standardized packages” help to analyze steps in building platforms (2). Furthermore, several studies have 

focused on the definition of the key indicators of openness able to characterize digital platforms (3). Moving 

from this framework, this contribution provides a critical review of how openness has been progressively 

measured with the twofold aim of highlighting the common pitfalls encountered by researchers while studying 

openness and defining an indicator of openness of social data platforms, able to integrate theoretical models and 

quantitative indexes following a mixed-method approach. 
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Probability-based online panels are a means to gather accurate and reliable data for research purposes. These 

panels have become popular because they provide researchers with access to a diverse and representative sample 

of the population, ensuring that the findings are both valid and generalizable (1). Italy lacks web-based, research-

oriented (non-commercial) probabilistic panel surveys. This article provides an overview of the Italian Online 

Probability Panel (IOPP), a transformative tool developed within the Fostering Open Science in Social Science 

Research (FOSSR) project. The discussion encompasses the challenges encountered in realizing the IOPP, 

emphasizing its potential as a significant resource for the Italian social science research community, capable of 

driving positive interdisciplinary change and useful outcomes for institutions and policy makers (2). This is 

done through an in-depth description of the design of IOPP, the first online probability panel of Italian and 

foreign population in Italy. The article outlines the sampling design employed to recruit 10.000 panellists 

representative of the reference population and discusses the methodologies applied. Additionally, it details the 

content of the IOPP, covering various life stages and addressing a broad spectrum of topics, including families, 

housing, working life, income, vulnerability, gender, inequality, poverty, social and political attitudes, and 

values. The paper proceeds by outlining the structure of the IOPP, organised into five annual survey waves, 

featuring a core questionnaire and rotating modules. The open access policy is highlighted, promoting 

transparency and enabling researchers, policymakers, and the public to explore, analyse, and comprehend social 

dynamics. The contribution concludes by critically examining potential innovations and challenges associated 

with the design and development of this novel research tool, drawing insights from other European experiences 

(3). It explores how various stakeholders, including researchers, NGOs, advocacy groups, and the public, can 

actively engage with and leverage the open data provided by the IOPP. 
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The United Nations approved, in September 2015, the Sustainable Development Agenda and the related 17 

goals to be achieved by 2030. Individual Italian regions are, also, called upon to contribute to the achievement 

of these goals. Sustainable tourism, defined as a form of tourism that respects the resources on which the very 

future of the sector depends, has been attributed the functions of renewing the cultural pride of the host 

communities, empowering local communities, and protecting biodiversity. The objective of this work is the 

analysis of the environmental impacts that the tourism sector produces are explored. Often the development of 

this sector is useful for facilitating growth in less developed areas, but the effects on the environment are not 

considered. The available data will be analyzed at a provincial level through multivariate statistical 

methodologies (Totally Fuzzy and Relative method) and density-based spatial clustering methods (DBScan), 

which allow identifying contiguous areas with high levels of sustainable tourism. These aspects should guide 

the way for the distribution of resources and investments, as currently, not all Italian regions start from the same 

conditions. 
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In Italy, as in the rest of the world, disgraceful events caused by climate change are occurring more frequently: 

air pollution, water bombs, overflowing rivers, storm surges eroding the Italian coasts. The effects not only 

disrupt the natural landscape, but also affect economic activities, destroying businesses and private property. 

Recently, Cop28 (1) highlighted the urgency of tackling climate change, which also threatens food security and 

health worldwide. In Italy, Ipsos (2) reports that extreme events, especially heat waves and high temperatures, 

are the biggest concern for 80% of respondents. Furthermore, 60% of Italians believe that missed opportunities 

in the past have prevented effective climate action and that it is too late for meaningful intervention in the current 

circumstances. This study, grounded in the conviction that the key to a brighter future lies in the active 

involvement of young individuals in addressing global climate policy issues, aims to assess the awareness and 

concerns related toclimate change among approximately 1,700 high school students in Apulia. The survey, 

which was conducted in 2019 as part of the Ministry of University Project for Scientific Degrees in Statistics 

through a web questionnaire, involves the application of machine learning techniques for data analysis (3). The 

findings underscore the heightened sensitivity of young individuals towards global environmental challenges 

and their proactive inclination to advocate for sustainable policies from policymakers. The youth express a 

belief in the transformative impact of individual actions on fostering a more sustainable future, identifying 

specific eco-friendly practices, green innovation and advancing education for sustainable development as key 

axes. Unlike their Italian adult counterparts, the youth maintain optimism, harboring hope that mitigating the 

planetary collapse is still feasible. 
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The analysis of extensive space-time climatic datasets holds immense potential for shedding light on critical 

environmental issues. However, the accessibility of such information is often hindered by the presence of 

missing data, posing a substantial threat to the reliability of conclusions drawn from space-time data analysis. 

Consequently, the right selection of an effective method for recovering missing data becomes crucial, given the 

real risk that a poor dataset reconstruction may distort statistical outcomes and mislead decision makers. The 

conventional approach of designating the state-of-the-art method as the optimal choice is rejected following 

Wolpert’s theorem. This theorem asserts that no single method universally applies successfully to any dataset. 

Instead, our proposed methodology operates under the assumption that missing data within specified loss 

percentages minimally alters the shape and parameters of the original complete data distribution. Subsequently, 

a curated selection of data recovery methods is made, ensuring diversity in their theoretical basis to capture 

various features from the incomplete dataset. The goal is to gather insights from different perspectives. 

Ultimately, the reconstructed dataset exhibiting the highest similarities in terms of  probability distribution with 

the incomplete dataset is deemed the most accurate, providing practitioners and researchers, who may not be 

experts in missing data issues, a robust strategy for incomplete dataset reconstruction. The actually applied 

methods are Expectation Maximization (EM) algorithm for multivariate Gaussian data, MICE (Multiple 

Imputation Chained Equations) based on the predictive mean matching method and the Cubist method. Time 

series are related to Faeto, Biccari, Orsara and Troia (located in the Southern Italy) precipitation stations of the 

Civil Protection Service Apulia Reg. Agency. 
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Recent dramatic events such as Pandemic, wars and the catastrophic effects of climate change should promptus 

to think about a different relationship between people’s quality of life and their environment. However, crisis 

situations should be an opportunity to look for new solutions, create incentives for innovation and develop a 

long-term strategy for collective well-being. Today's society is characterized by unsustainable consumption 

patterns that are the result of excessive individualism (1). It is necessary to reverse this trend by identifying the 

current critical behaviors in order to develop future paths that are at the same time flexible, positive and 

desirable, knowing that individual and collective commitment can influence the course of events. Based on 

these assumptions, this study aims to get to know the world of associationism better, considered as a possible 

means of spreading positive principles of solidarity among young people in order to build a better society (2). 

Around 500 people were interviewed using a web questionnaire, with participants almost evenly divided 

between members with active participation in voluntary organizations and people who had never had such an 

experience. By comparing these two groups, it was possible to understand the key characteristics of those who 

volunteer and what drives a person to adhere to such principles and become a better person, family member, 

friend and citizen as a result. From the multivariate analysis, some interesting results have emerged that are 

useful to promote and improve the model of volunteering as a form of solidarity and expression of social capital, 

a driving force for a proactive attitude towards the future. Forms of social association such as volunteering could 

facilitate the overcoming of difficulties related to an uncertain future and the search for work. The emphasis on 

the possibility of influencing social systems urges a positive vision of the future that allows for the existence of 

plausible, possible, probable and preferred futures (3,4). 
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The Covid-19 pandemic has turned into a global crisis that has thrown the world into uncertainty and upheaval, 

disrupting daily life and obscuring future plans. Its ramifications have presented in various spheres, from health 

to social, economic and political, affecting quality of life and well-being. Accordingly, this project seeks to 

explore the mental health status of Italian academic social scientists in the context of the challenges posed by 

the pandemic. Given their central role in societal decision-making as well, studying their experiences during 

this period is crucial. The pandemic has exacerbated existing mental health problems among academics, 

manifesting in higher levels of depression, stress, anxiety, and financial strain, as well as disruptions in social 

networks and increased burnout. The shift to virtual learning and the disruption of social connections have not 

only affected students but have also had a profound impact on the work of professors and researchers, with 

women professors having a disproportionate burden of responsibility. Moreover, the relentless pursuit of 

academic duties amid the chaos of the pandemic has further challenged individuals, necessitating the recognition 

of personal limits and the setting of boundaries to achieve balance. To investigate these challenges, a web survey 

was conducted among the active community of social scientists in Italian universities. The survey, distributed 

via institutional email addresses, aimed for a representative sample in terms of gender, sector, and geographical 

distribution. The questionnaire, divided into three sections, explored various aspects of respondents' mental and 

physical well-being, work-related stress, and the impact of Covid-19 on their lives. The analysis of collected 

data involved two phases: an Exploratory Factor Analysis (EFA) to identify latent factors within the 

questionnaire sections and a Logistic Regression to assess the relative risk on respondents' health perception. 

The findings underscore the multifaceted nature of health perceptions, ranging from individual well-being to 

the societal and environmental contexts in which illness occurs. The academic landscape has undergone 

significant transformations, marked by standardized teaching practices and heightened pressure for publication, 

leading to discomfort and stress among scholars. Amidst these challenges, understanding and addressing the 

mental health needs of academics emerge as imperative tasks in navigating the post-pandemic academic realm. 
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Alcohol consumption as a social phenomenon and as a public health problem defies the quality of life of many 

populations, particularly those where poverty and inequalities are highest. In this sense, the concept of structural 

vulnerability has been used to explain the causes of health inequalities and drug, alcohol, and tobacco 

consumption in marginalised communities (1,2,3). Structural vulnerability captures the missing link between 

clinical medicine and social science to explain how social, economic, and political hierarchies produce and 

shape negative health outcomes. Therefore, based on survey research conducted in the Gran Cumbal indigenous 

reservation in southwestern Colombia (N=979), a logistic regression model shows how people exposed to 

structural vulnerability are more prone to become drunkards. Indigenous people are structurally vulnerable (age, 

housing, occupation, education, life satisfaction) when these factors interfere with their ability to access or 

benefit from a life wellbeing which degenerates into habitual alcohol consumption. 
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The objective of this presentation is to explore various new methods applicable to multivariate statistical 

analysis of environmental data. The overarching goal is to determine an appropriate number of clusters for a 

multivariate set of units, computing a model-based composite indicator, and assuming the presence of a ranking 

among clusters and hence, considering the ordered arrangement of centroids. Given our aim to establish a 

detailed ranking among units, the desired number of clusters should be maximized, ensuring well-separated 

centroids. 
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Particulate matter (PM) is a dangerous airborne pollutant with harmful impacts on human health. Legislative 

bodies pay particular attention to ambient breathable particles with a diameter of less than 10 micrometers (PM 

10). In urban areas PM 10 levels result from a combination of elements, including regional background 

concentrations, urban emissions, and traffic-related sources. Additionally, meteorological conditions exert a 

crucial influence. This work is aimed at analysing and identifying the significant effects of chemical and local 

meteorological variables on the evolution of PM 10 concentration in the Abruzzo region (Italy), by adopting a 

FDA approach. A comprehensive three-step FDA methodology is introduced to estimate a functional response 

variable considering multiple functional covariates. The process initiates with the estimation of univariate 

Functional Principal Component Analysis (FPCA) for each pertinent functional variable. Following this, we 

define a Multiple Functional-Functional Linear Regression (MFFLR) model and estimate it through multiple 

linear regression (1). This entails establishing connections between the functional response variable and its 

Principal Components (PCs), specifically those significantly correlated with the predictor variables PCs (2). To 

ensure precise model selection, we employ group Lasso estimation (3) for each multiple linear model associated 

with the response PCs. A considerable portion of the variability in PM 10 can be explained by the first two 

Principal Components (PCs). Using the group Lasso criterion, we identified the PCs of functional predictors 

that significantly affect the first two PCs of the target variable. Key meteorological variables, such as pressure, 

rain, relative humidity, temperature, solar radiation, and nitrogen dioxide, merged as influential factors 

contributing to PM10 concentration accumulation. The proposed approach, integrating FDA and group Lasso, 

proves promising for addressing challenges in in the context of MFFLR. It offers a robust and interpretable 

model applicable to environmental research. 
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This paper proposes a Generalized Mixed Regularized Reduced Rank Regression model (GMR4) for mixed 

response and predictor variables. An algorithm will be developed and implemented in R, tested using simulation 

studies, and applied to an empirical data set. We will use data from the European Commission’s Eurobarometer 

Surveys (Jan-Feb 2023), with a specific focus on residents of the Netherlands. Reduced Rank Regression models 

are regression models for multiple outcome variables. These models over time have been used for different 

types of response variables: numeric (2), binary (1), and ordinal response variables. To deal with different types 

of predictor variables, Optimal Scaling will be used (3). Furthermore, this model includes a penalty on the 

coefficients to address challenges associated with high-dimensional data, such as having an excessive number 

of predictors compared to observations and the presence of multicollinearity among the predictors. Penalties 

can be applied using Ridge, Lasso, or Elastic Net. For the estimation of the parameters, the Majorization 

Minimization algorithm will be presented. Furthermore, a small Monte Carlo simulation study is set up to 

investigate how well the algorithm retrieves population parameter value. 
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This study delves into the analysis of a substantial and sparsely populated archaeological dataset, characterized 

by overdispersion in the cell frequencies. Obtained from an archaeological site at Capo Milazzese, Sicily, the 

dataset is summarised in a 20 × 13 contingency table, cross-classifying 374 artifacts distributed among 13 huts 

(1). With correspondence analysis recognized as a prominent technique for visualizing the nature of the 

association between categorical variables (1, 2), our primary aim is to employ variants based on the Cressie- 

Read family of divergence statistics (3). This specialized approach seeks to reveal associations within the 

distinctive context of the Capo Milazzese dataset. We address the challenge of overdispersion by investigating 

how these divergence statistics capture nuanced patterns in large, sparse archaeological data. 

Our analysis utilizes Pearson's chi-squared statistic, the Freeman-Tukey statistic, the likelihood ratio statistic, 

and modified versions of some of these that have been extensively discussed in the literature. The unique 

structure of our dataset calls for a tailored examination of correspondence analysis, with a specific focus on 

evaluating the distribution of residuals for these divergence statistics. 

Preliminary findings highlight the distribution of the residuals obtained from each of the divergence statistics 

considered within the Cressie-Read family, providing insights into their applicability for large, sparse, and 

overdispersed archaeological datasets. 

This study contributes valuable insights into the utilization of variants of correspondence analysis within the 

Cressie-Read family for understanding associations in challenging sparse datasets. By concentrating on the case 

study involving the data from the Capo Milazzese, Sicily, site our findings present a framework for researchers 

working with similar large, sparse, and overdispersed datasets. The study underscores the significance of 

tailored statistical approaches for extracting meaningful insights in such contexts. 
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Investigations, surveys and other research studies frequently encounter missing data. Regardless of the method 

used to select individuals for a survey or study, there may be unit non-response, where some individuals decline 

to participate or the researcher is unable to contact them. Furthermore, among those who participate, some may 

drop out of the study early, resulting in loss to follow-up. Additionally, some individuals may leave certain 

survey items unanswered, whether due to refusal or lack of knowledge; this is known as item non-response. 

Similarly, in investigations involving physical measurements, some individuals may not be measured or their 

measurements may fail or be missing. 

This paper presents a methodological framework for developing an automated data imputation model based on 

Artificial Neural Networks. The model was designed for recursive supervision with the aim of developing an 

appropriate algorithm for this type of supervision. The study analysed a dataset of over 4,600 cases, which had 

thousands of item non-responses to a key question that required ordinal-categorical answers, and, consequently, 

methods that were suitable for continuous or discrete values were not applicable. 

Several architectures and learning algorithms were tested for the multilayer perceptron to find the best 

imputation on the training and test sets due to the flexibility of ANN techniques. The answers in the test set were 

known but hidden. The artificial neural network (ANN) rules were applied to cases with true missing values 

(holdout set) only if their associated pseudo-probabilities were very high, while cases with lower pseudo-

probabilities were recursively reprocessed until they reached the goal. 

The results suggest that this approach significantly improves the quality of a database with missing values in 

data sets that contain categorical variables. It may provide valuable insights into sensitive areas such as 

undisclosed incomes. 
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The efficiency of the Italian judicial system is a topic of great relevance for the society and the economy of the 

country. The Italian judicial system presents some structural and organizational problems that slow down its 

functioning and compromise the quality of justice. Among these problems, we can mention the scarcity of 

human and material resources, the complexity of the rules and procedures, the length of the trials and the 

overcrowding of the prisons. To improve the efficiency of the Italian judicial system, legislative, administrative 

and cultural interventions are needed that favor simplification, digitalization, specialization and accountability 

of the judicial operators. Using data disaggregated at the district level, we aim to measure and compare the 

efficiency of Italian judicial offices. 

To this end, quantile regression is a useful tool to model the conditional distribution of a response variable given 

some covariates. However, traditional quantile regression methods may not be robust to outliers or heavy-tailed 

data. In this paper, we propose a Bayesian quantile regression model based on the Skew Exponential Power 

(SEP) distribution, which can account for different levels of tail decay and asymmetry. We apply our model to 

the Italian judiciary framework, using a hierarchical structure to capture the heterogeneity and correlation 

among the courts, and we employ a dynamic model averaging approach to select the relevant covariates, finding 

that the SEP distribution provides a good fit to the data and reveals some interesting patterns in the conditional 

quantiles of the response variable. Our model can be useful for policy makers and practitioners who want to 

monitor and improve the efficiency of the judicial system. 
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Artificial intelligence is revolutionizing the world in many economic sectors, and healthcare is no exception. 

Thanks to its innovative way of selecting information, analysing large quantities of data and learning from it 

with machine learning, artificial intelligence is becoming an increasingly important tool for improving the 

healthcare system. Above all, the use of machine learning techniques in healthcare can help to improve patient 

management, reducing waiting times and ensuring that healthcare resources are used more efficiently. For 

example, the use of these techniques can be employed to predict patient flow in a hospital, allowing staff to 

organize appointments and resources more effectively. This can lead to a better experience for patients and less 

overhead for doctors and nurses. As a direct consequence of greater efficiency, in the management of both 

patients and medical personnel, equipment and supplies, we find a clear drop in healthcare costs, with the 

possibility of using funds for improving many aspects such as research efficiency of machinery and structures 

hospital. 

This study, through a web scraping process carried out on the websites of all Italian Local Health Authorities, 

investigates the demographic and economic determinants of digitalisation. To conduct the analysis, a composite 

indicator was first developed and calculated which quantified the level of digitalisation of the Local Health 

Authorities and, subsequently, the information obtained was performed within a Tobit model. This allowed us 

to highlight the critical issues present within the individual units, allowing us to formulate critical reflections 

regarding the digitization policies adopted. 

This study offers important theoretical and practical implications and enriches the current literature on the topic 

of digitalization in healthcare. 
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Data that derive from variegated and autonomous sources of information are object of well-established fields 

of research that focus on analytical techniques to depict the most various socio-economic phenomena. The main 

issue, central in the scientific international debate, is the utilisation of the administrative data, as yielded by 

private organisations/enterprises/companies and public administrations, alongside the official statistics, as 

yielded by the National Institutes of Statistics. In theory, there is a multitude of information, very detailed and 

valuable, but its alignment is impeded by many problematic issues that involve the quality and variety of data, 

the juridical protection of privacy and the magnitude of database allocated in the data science scenario in most 

of the cases. In few words, the National Institutes of Statistics need flows of data that derive from different data 

collectionsfor administrative purposes, but the resolution of the involved issues isstill part of the scientific 

debate. In our recent works (1, 2), we succeeded in aligning administrative data and official statistics referring 

to the real estate phenomenon, from both administrative and market side, and we produced an algorithm to 

create the first Full Information Harmonised Real Estate Database (FIHRE-DB) limited to the city of Bari, 

anticipating the Italian National Institute of Statistics (ISTAT). The great achievement we obtained is showing 

the potentiality of FIHRE-DB to develop many spatial analyses by merging many other information, differently 

collected, with the census sections as defined by ISTAT. In this work, we show a practical application of that 

potentiality, and we develop an analysis that involved the household wealth and the distribution of household 

demographic characteristics based on the real estate market in the city of Bari. The assumptions we made and 

the outcomes we obtained are a proof of the validity of an analysis that the alignment of information can achieve. 
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In the era of big data, researchers across various disciplines face the challenge of analyzing extensive textual 

data spanning research articles, social media posts, customer reviews, and survey responses. These new sources 

harbor valuable insights applicable to advancing knowledge in several fields ranging from the social sciences 

to healthcare. Researchers aim to identify patterns, recognize trends, and extract meaningful information from 

textual data, employing advanced natural language processing (NLP) techniques and machine learning 

algorithms for tasks such as topic detection, polarity detection, and text summarization. 

Moreover, the rise of digital platforms and the proliferation of online content have generated vast amounts of 

previously inaccessible textual data. Researchers tap into these resources to explore new research questions, 

validate existing theories, and develop novel insights. Computational tools facilitate the efficient processing and 

analysis of large text volumes, significantly reducing the time and effort required compared to manual methods. 

However, many researchers lack the necessary programming skills for effective textual data analysis, creating 

a demand for user-friendly text analysis tools. Despite the powerful capabilities of R and Python, acquiring 

proficiency in these programming languages often requires additional time or resources. This paper presents the 

first version of TALL - Text Analysis for All - a new R Shiny app that combines all the major text analysis 

advancements developed in recent years. TALL serves as a practical solution for researchers without 

programming skills, offering an intuitive interface that enables interaction with data and the execution of 

analyses without extensive programming knowledge. TALL provides a comprehensive workflow for data 

cleaning, pre-processing, statistical analysis, and visualization of textual data by combining state-of-the-art text 

analysis techniques into an R Shiny app. 
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Budget laws act as foundational frameworks governing a country’s finances, intricately dictating fund 

acquisition and allocation. Interconnected with broader economic and administrative laws, they shape fiscal 

policies and guide government spending. However, their conventional written format often fails to adequately 

recognize expenditure chapters, limiting understanding of governmental actions. To provide an unsupervised 

way to aggregate chapters dealing with the same expenditure subject, we investigate the use of a fuzzy topic 

model for short corpora. In particular, we investigate the coherence and exclusivity of identified topics, aiming 

to remove incoherent or unimportant background topics that may inaccurately represent the short corpora. The 

adopted solution integrates local and global term weighting alongside dimensionality reduction techniques (e.g., 

SVD) to alleviate sparsity in word tokens and corpora features. In addition, it uses a fuzzy k-medoids algorithm 

which enables the soft clustering of words and documents into coherent topics. Finally, a case study based on 

the Italian budget law is conducted to evaluate the interpretability and meaningfulness of the expenditure 

chapters derived from the fuzzy topic modelling approach. 
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In public opinion studies there are several theories about the so-called “frames”, portions of information that 

individuals use to comprehend the world and that can be used to influence governments into arbitrary agendas. 

Framing Analysis is a paradigm aimed at studying the way these frames are created and how they interact with 

public opinion through mass media, to promote a particular definition of a problem, a causal interpretation, a 

moral evaluation and/or a recommendation for the object encased in such structures (1). Since in the 

contemporary big data society there is an overgrowth of this kind of documents, this paper aims to take further 

steps towards the development of an automatic processing technique for large quantities of news information, 

keeping in mind the “frame” definition in qualitative and quantitative literature. We rely on the well-established 

synergy between Framing Analysis and Community Detection (2), but with a diachronic perspective via 

Dynamic Community Detection techniques (3), capturing “snapshots” of newspaper information and mapping 

their evolution over the years. 

We tested this approach on a case study phenomenon (the so-called Reddito di Cittadinanza), analysing texts 

from five newspapers of national relevance from 2018 to 2023, identifying not only the communities/frames 

that newsmakers have created to draw public’s attention, but also how they increase (or decrease) in terms of 

concepts framed and how they change obeying the turns of the political, economic and social macro-events, 

based on the knowledge domain acquired from the debate on the case study. As a preliminary result of this 

strategy, we observed the presence of some frames and sub-frames (like cultural/artistic or judicial/public) that 

evolved over the years with new terms and information chunks, acquiring new meanings or even unprecedented 

turns. 
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This study explores sustainable tourism using natural language processing (NLP) as its framework. The study 

utilises modern NLP approaches to detect topics and explore the complex nature of sustainability in tourism 

across the Asian area, with a specific focus on best practices. The study begins by providing a backdrop for 

sustainable tourism in Asia and emphasises the crucial role of NLP in understanding and analysing various 

practices. The research utilises knowledge from sustainable tourism and NLP literature to create a framework 

for further investigation into topic detection approaches. 

An extensive examination is conducted, assessing different Natural Language Processing (NLP) methodologies, 

including conventional algorithms like Latent Dirichlet Allocation (LDA) and state-of-the-art transformer-based 

structures designed for NLP. The focus is on how effective they are in revealing hidden subjects and trends in 

large datasets that cover sustainable tourism practices in various Asian destinations. 

The research explores a detailed comparison of these techniques, using case studies that reflect different Asian 

locations. This study examines different NLP techniques to understand their strengths and limits in capturing 

the many aspects of sustainable tourism. Furthermore, it examines how these approaches adjust to the distinct 

cultural, economic, and environmental aspects that define Asian destinations. The findings enhance our 

comprehension of sustainable tourism practices in Asia, highlighting the significance of NLP approaches in 

revealing valuable insights. The findings have significant significance for stakeholders, policymakers, and 

researchers, providing valuable recommendations for promoting the development of sustainable practices in the 

region. 

Overall, this study, carried out from a "Eco-centric Lens," not only demonstrates the effectiveness of NLP 

techniques in uncovering subjects related to sustainable tourism but also emphasises the importance of Asian 

best practices. The study utilises modern NLP techniques to propose a path towards a more environmentally 

friendly and sustainable future for tourism, based on the diverse range of Asian sustainability projects.  
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This contribution aims to reconstruct narratives surrounding the role of Artificial Intelligence in achieving the 

Sustainable Development Goals (SDGs) outlined in the 2030 Agenda. The 2030 Agenda, adopted at the 

international level by the United Nations aims to promote sustainable development on a global scale, addressing 

every region and nation on the planet. The 17 Sustainable Development Goals (SDGs) outline a 

multidimensional framework embracing different spheres of socio-economic and environmental development. 

The realisation of some of these objectives can be facilitated using Artificial Intelligence (AI), which has the 

potential to improve the efficiency, equity and impact of actions taken. However, it is essential to note that the 

application of AI can also have negative implications, especially in the absence of an appropriate governance 

framework for managing of these technologies. In this context, there is a need for reflection on effective 

strategies to mitigate any risks arising from the adoption of AI in the pursuit of SDGs. 

We performed a content analysis of social media posts in Italy to delve into these narratives, aiming to 

understand how social media platforms contribute to shaping public perceptions not only of the 2030 Agenda 

but also of the link between artificial intelligence and sustainable development. 

The results will provide a detailed depiction of the prevailing narrative on how artificial intelligence aligns the 

2030 Agenda, identifying key areas, the most discussed issues, prevailing tones, and ways in which the online 

community is engaged. 
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Content analysis has witnessed a resurgence in the digital realm, adapting its established methodological 

principles to new forms of online content. 

A significant portion of the data generated online, which previously was almost always user generated, now also 

results from algorithmic intervention. Therefore, researchers face new challenges related to the kind of objects 

of analysis elected as data, including their accessibility, availability, collection and analysis, as well as 

determining plausible research questions and valid cognitive interpretation. 

Digital traces and algorithmic productions that include structured and unstructured semantics are the result of 

technical and cultural processes of co-construction. Distinguishing between user-created traces and those of 

"algorithmic media" is a crucial challenge, as it reveals connections between human and nonhuman actors and 

imposes new lenses on the researcher in order to understand their essence. 

Content analysis, therefore, has become an essential approach to exploring Internet-related phenomena 

characterised by digital human and nonhuman traces. This work aims to promote methodological reflection by 

addressing cognitive inquiries and data accessibility in customising user sense production. It questions whether 

content analysis needs to adapt its categories to accommodate human-algorithm-driven information production 

and explores the concept of a new digital-hybrid content analysis perspective. 

 

 

 

 

  



 

   
 

 
 

58 

TALES OF FUTURE. A METHODOLOGICAL PROPOSAL FOR 

STUDYING IMAGINARIES IN DIGITAL AND TECHNOLOGICAL 

TRANSFORMATION 

 

Suania Acampa 

Southern Centre for Digital Transformation, University of Naples Federico II (email: 

suania.acampa@unina.it) 

 

In the realm of social sciences, there has been a growing interest in examining how social actors perceive and 

anticipate technological innovations. Jasanoff and Kim (1) introduce the concept of "sociotechnical 

imaginaries," referring to the narratives, visions, and expectations about technology's future role and impact that 

are collectively held by a society. This ability of social actors to envision the technological future is not just 

theoretical but performative too: it actively shapes activities, investments, government policies, and legislative 

frameworks (2). Recent studies have particularly focused on the role of narratives to analyse this projective 

ability (3): they play a crucial role in identifying and elucidating how these imaginaries emerge as significant 

narratives about the sociotechnical future. This highlights the need for an analytical approach that leverages 

discursive practices to explore expectations related to emerging technologies and digital transformation 

processes. The research presented here aims to address this gap. It outlines a methodological approach based on 

exploratory sequential mixed methods digital design divided into different phases through which it will be 

possible to investigate the expectations, visions, and orientations that drive these narratives, as well as the 

emerging transformation processes and the themes they utilize. Additionally, it will reconstruct the network of 

actors involved in narrating the mission of digital and technological transformation. It begins with an analysis 

of official documents from European countries concerning emerging technologies, to arrive to constructing an 

opinion dictionary using a hybrid Opinion Mining approach, which combines supervised and unsupervised 

methods. This proposal can be a replicable tool for scholars and analysts in the field of innovation. Through this 

methodology, the study aims to semi-automatically reconstruct the narratives that underpin the imaginaries of 

the technological future, thereby gaining insights into how current expectations are already shaping ongoing 

change processes. 
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The virtual tour to a location where editorial works are conceived, designed and implemented becomes a totally 

innovative and interactive dimension of e-commerce, where it is possible to be guided through a multilingual 

shopping experience that is both a journey, a story, a shop, and an opportunity through gamification to generate 

coupons. Here are the noon locations of iinformatica, an innovative SMB and publishing house, become 

virtualized as a revolutionary e-commerce environment to enhance made in Italy. Each interaction becomes an 

opportunity for data analysis that takes into account user behavior analysis and empathy/retemption of each 

interactive content/action/item. All realized following the guidelines of sustainable software development. 
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The concept of Educational Poverty (EP) emerged in the late 1990s within the social sciences and Sen’s 

Capability Approach framework, as the discourse on poverty expanded to encompass various deprivation 

spheres such as health, housing, and education (1). Since then, EP has been recognised as a significantly 

impactful form of poverty, particularly among young people. However, despite ongoing efforts, scholars have 

not yet achieved consensus on its definition and measurement, reflecting the complex nature of this 

phenomenon. 

Starting from these considerations, our work aims to contribute to the debate on the topic by introducing a novel 

measure of EP at the individual level. By drawing on Save the Children’s framework(2), we conceptualised EP 

as a lack of educational opportunities among youth that undermine their possibility to learn,  develop skills, and 

cultivate aspirations and talents. To operationalise this definition, we employed a set of indicators to assess the 

educational opportunities available to students across three domains: family, school, and environment. This 

approach enables us to consider the role played by the different contexts on learning opportunities. Statistically, 

to define an EP measure, we developed a composite indicator using a Multiple Factor Analysis (3). 

In this respect, educational poverty has been conceived as a latent construct measured by three different 

dimensions (family, school, and territory) and their related set of items. Data collection involved designing a 

questionnaire to gather comprehensive information on students’ family backgrounds, learning opportunities, 

and educational outcomes such as school performance and socioemotional development. The survey was 

conducted among a convenience sample of high school students in Naples. 

The results contribute to a deeper comprehension of EP, elucidating the influence of diverse contexts on 

students’ learning opportunities. This sheds light on the intricate nature of educational deprivation and its 

implications for students’ cognitive and noncognitive abilities. 
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The high school period represents the time when young people shape their career aspirations, choosing among 

several educational or working pathways. Social and material resources significantly affect this process: 

students from more disadvantaged groups are less likely to attend university and have good labor market 

outcomes (1). The link between socio-economic backgrounds and career aspirations also encompasses the 

development of a cultural ability, called the “capacity to aspire” (2), which is defined as the ability to represent 

the future, to navigate the dense combination of nodes and pathways, to set goals and to make plans to reach 

them. Consequently, poverty traps may manifest as constraints internal to individuals, such as impaired agency 

or lack of hope, resulting in a compromised capacity to aspire. Although the role of the capacity to aspire has 

been recognized as pivotal in enabling aspirations, a clear operational definition of the concept remains elusive 

in the existing literature, posing challenges for quantitative measurement. 

The present work aims to contribute to this research line by (i) proposing an operationalization of students’ 

capacity to aspire along with a set of indicators for its measurement, and (ii) investigating the relationship 

between students’ socio-economic backgrounds and career aspirations, mediated by the capacity to aspire. From 

a modeling point of view, the capacity to aspire has been conceived as a multidimensional unobserved (latent) 

variable measured by a set of Likert-type indicators. A structural equation modeling approach (3) has been 

exploited to validate the factorial structure and assess the strength of the hypothesized relationships. The study 

involves a convenience sample of high school students living in the Campania region, Italy. The results will 

reveal the main dimensions of the capacity to aspire, identify those predominantly influenced by socio-economic 

resources, and underscore its impact on students' career aspirations. 
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Understanding vulnerability to poverty is crucial for shaping effective policy measures and implementing 

targeted interventions. The literature on poverty, particularly in relation to health and family well-being (2), 

emphasizes the exploitation of socioeconomic status as a critical factor, 

as these are robust predictors of the availability of resources necessary for a decent life. The absence of these 

resources amplifies vulnerability, leading individuals to experience poverty. In this study, we consider various 

relevant variables, including the presence of dependent children, the age and education level of the householder, 

and the household's geographical localization (1). Moreover, we recognize that the analysis of differences in 

these determinants is relevant, as individuals and communities confront diverse challenges that contribute to 

their vulnerability to poverty (3). To address this complexity, advanced clustering techniques are employed to 

identify distinct groups with shared attributes, offering insight into the intricate interplay of factors influencing 

vulnerability. Notably, the analysis extends its focus to both pre- and post-COVID-19 periods. The global 

pandemic has introduced new challenges, further emphasizing the need to understand how diverse 

socioeconomic factors contribute to or mitigate poverty risks in evolving circumstances. By exploring the 

heterogeneity in determinants across different time frames, this research aims to provide a comprehensive 

understanding of the dynamics of vulnerability, informing evidence based policymaking and targeted 

interventions tailored to specific clusters within the population. 
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One of the economic-social problems that has emerged in the Italian political debate for several years consists, 

for an increasingly significant share of families, in the difficulty of making ends meet. A problem that worsened 

after the COVID-19 pandemic, to the point that EUROSTAT and the National Statistical Institutes have designed 

a new data collection to investigate the variations in living conditions of the member countries of the European 

Union, highlighting that ”the share of the population able to make ends meet with great difficulty or with 

difficulty ranged from 9.2% in Finland to 37.0% in Bulgaria” (1). Here, we study a particular aspect of the so-

called financial fragility of Italian households, i.e. the case in which the household disposable income does not 

cover expected (planned) expenses. As a measure of household fragility we use the probability that non-durable 

consumption (expected expenditure) is greater than household disposable income. 

We specify the joint distribution using copula function to account for the dependence between income and 

consumption, and a recently proposed reformulation of Dagum distribution to model the marginals. This 

particular reformulation allows us to express the marginal distributions in terms of indicators of interest. 

Furthermore, we also reparameterize the copula function, as done for the marginals. To have a tool for evaluating 

how the heterogeneity among households impact on the measures of interest and on dependence, we relate the 

marginals and copula parameters to the individual features by choosing suitable link functions, in analogy to 

generalized linear models. It follows that also the proposed fragility measure depends on the socio-economic 

characteristics through the specified regressive models. Finally, using data from Survey on Households Income 

and Wealth (SHIW) by Bank of Italy, we show how the fragility measure varies depending on the socio-

economic characteristics of families. 
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The field of Artificial Intelligence (AI) is undergoing a profound metamorphosis, with high-tech giants 

revolutionizing the landscape. Amidst this transformation, emerging players are carving their niche, strategically 

guiding companies to harness the power of data. Yet, the true paradigm shift unfolds with Generative AI (Gen 

AI), where major tech players like Microsoft/OpenAI, Google, AWS, and Meta lead the charge. Gen AI, 

mimicking the human creative process, transcends the role of mere enabler, potentially reshaping business 

models, processes, and societal interactions. 

As the global revenues for AI and Gen AI are projected to surpass $900 billion in 2026, with a remarkable 18.6% 

five-year Compound Annual Growth Rate (CAGR), and a potential $7 trillion boost to Global GDP over a 

decade, the session offers a comprehensive exploration of the transformative potential of AI and Gen AI. It is 

not just about technological prowess; it is about reshaping the very essence of how we work, think, and innovate. 

This paper is about a captivating journey through the benchmarking odyssey at the forefront of the AI revolution. 

It delves into the benchmarking of Language Models (LM) and Large Language Models (LLM) applied to 

human language technologies. Exploring the opportunities and limitations presented by chatGPT, GPT4, 

Titan/Bedrock, LLAMA-2, Claude-2 and others, the paper showcases groundbreaking AI solutions. Notable 

examples include Automated Journalism and KGRAIL, Deloitte's AI asset for comprehending and generating 

language, endorsed by the Deloitte AI Institute and acknowledged globally. The session unveils innovations in 

algorithmic design, addressing challenges like hallucination, multi-linguism, and cross-linguism, demonstrating 

Deloitte's commitment to pushing the boundaries of language-based AI technologies 
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Research interests in scientific disciplines evolve over time due to new ideas, new theoretical and applied issues, 

as well as improved methods and analytical tools. The dynamics of specific disciplines can be retrieved by 

looking at the terms and words occurring in the scholars’ published works in order to point out evergreen topics 

or emerging ones. We focus on the 836 Italian academic Statisticians - grouped into five research subfields 

consisting in Statistics, Statistics for Experimental Research, Statistics for economic and social applications, 

and Demography - as they are listed in the official MUR Cineca database at the end of 2022. We retrieved their 

published works on Scopus in the last ten years since 2012. The database, made up of 12485 papers (including 

references, abstracts, keywords, and the number of citations per work), has been analyzed to answer the 

following research questions: a) are the different Italian subfields consistent in their production, that is do the 

topics they covered clearly differ among them? b) are there trending topics overall? Are they changing over 

time? c) are the techniques used by statisticians in their works evolving/modifying over time? d) what are the 

characteristics of the most successful contributions? Are they linked to some specific topics or scholars? To 

answer these questions we perform co-occurrence analyses of keywords and abstracts, in order to find 

communities describing scientific subjects of interest, and topic extractions from the textual data. Furthermore, 

analyses will be presented over time to explore the longitudinal dynamics of the scientific production and topics 

by applying Latent Dirichlet Allocation (LDA) and Social Network Analysis tools. 
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The complexity and increase of data in the health sector imply that artificial intelligence (AI) and related 

technologies are becoming an integral part of life sciences in administrative aspects, in patients’ engagement, 

and for diagnosing and treating diseases. The related scientific literature to date discusses the advantages, 

methodological applications, future challenges, and ethical issues. 

To understand the extent to which AI has developed in healthcare and detect insights into the transformative 

pillars, we conducted a content analysis on academic literature from 2000 to 2023. The corpus comprises 10,775 

documents obtained from “Web of Science”. We conducted a data integration of two extractions of abstracts 

containing the terms “artificial”, “intelligence”, and “healthcare” in the first extraction and “clinical” in the 

second one. A natural language processing approach was used, focusing on two research directions: 1) detecting 

the most relevant topics and 2) classifying the documents regarding the main domain application categories of 

AI identified in the first step. For the first aim, we performed on corpus a machine learning model based on 

topic modeling in embedding spaces called ETM that allowed us to determine two distinct semantic pillars: 

diagnosis and treatment. Based on the identification of the topics, a semi-automatic annotation of the two 

semantic pillars was achieved for the whole corpus. 

To deepen the semantic dimension of ETM and our categories annotation, the second step focused on a 

comparative classification strategy. Two approaches were adopted, one based on the decision tree rules (random 

forest (RF)) and the other on the neural network approach (long short-term memory (LSTM)). 

The findings suggest that a clear difference emerges between the two domains, with just a marginal quota of 

scientific papers encompassing both but with few notable emerging topics, such as e-health, AI-assisted meta-

analyses, and clinical decision support systems. 
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This contribuGon falls within the research field of the statistical analysis of grouped text documents and focuses 

on developing a language model trained on online reviews posted on Google by visitors of the main cultural 

a2racGons in Brescia, Italy. These reviews encompass four primary cultural desGnaGons managed by 

Fondazione Brescia Musei: the Castle, the picture gallery Pinacoteca Tosio-MarGnengo, the Roman Brixia 

archaeological site, and the Santa Giulia Museum. The primary objecGve is to create a language model capable 

of semanGc representaGon and categorizaGon of reviews into the four disGnct areas defined by the 

mentioneoned cultural a2racGons. The objecGve is achieved through the fine-tuning of a BERT model [1] for 

a multiclassifiction task. The proposed approach involves iniGally designing a classificaGon model using 

reviews where the a2racGon is known. The model's key uGlity, however, lies in its ability to idenGfy a2racGons 

in text documents, covering both reviews and non-reviews. This is particularly valuable in cases where 

documents lack explicit labels identifying the cultural a2racGon they reference. 

The model streamlines the task of comprehending and categorizing reviews, eliminaGng the need for laborious 

manual reading. By processing and classifying texts, the proposed model facilitates the expansion of the online 

discourse database related to cultural a2racGons, not limited to Brescia. 

The proposed model offers an efficient automaGc soluGon to the challenge of comprehending and categorizing 

reviews associated with cultural a2racGons. This approach not only saves Gme and effort but also contributes 

to a more efficient organizaGon of vast textual data and provides valuable insights into public opinions about 

these a2racGons across various online plaZorms. 
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The concept of social impact has garnered increasing attention in recent years, particularly through social impact 

assessments aimed at identifying and emphasizing the added value and social changes brought by project 

activities, alongside the sustainability of social actions. This study aims to examine the economic and social 

impact of a robotics research project culminating in the development of Hannes, an advanced prosthetic hand 

resulting from collaboration between IIT and INAIL. Hannes is utilized in robotic assistance for individuals 

who have undergone upper limb amputation due to physical trauma or surgery. 

Data were gathered through a clinical study involving patients using myoelectric prostheses, who underwent 

functional and psychosocial assessments before and after utilizing Hannes. The Social Return On Investment 

(SROI) methodology will be employed in this study to evaluate the impacts of the robotic device. This 

methodology delves into the intricate relationships between qualitative, quantitative, and financial information, 

analyzing them to estimate the value created by research activities. 

Preliminary results indicate that for every euro invested in the project, approximately 9 euros of social value are 

generated. This revelation highlights the substantial positive impact of Hannes and underscores the potential for 

further advancements in the field of robotics to enhance the lives of individuals with limb loss. Through 

comprehensive analysis, this research contributes to a deeper understanding of the societal benefits arising from 

innovative technological solutions in healthcare that mitigate the social inequalities. 
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Modelling mortality stands as a fundamental tool in understanding demographic patterns and projecting future 

trends. Mortality data are often reported as count data within specific age-period domains for various 

populations. The simplest models for mortality patterns typically involve age and period as the sole explicative 

variables, since we do not need any more information than what is intrinsically contained in the data. This 

approach forms the cornerstone for exploring and comprehending the intricate dynamics of mortality across 

diverse populations. Furthermore, our focus lies in delineating the disparities between two populations—these 

populations could manifest as two genders, distinct countries, or differing causes of mortality. We aim to provide 

a statistical framework for jointly modelling the mortality of two populations, beginning with the shared 

assumption that the count of deaths at each age and year follows a Poisson distribution. 

This study proposes an innovative approach to comparing deaths due to two causes, integrating the Skellam 

distribution in an Age-Period model. We contrast this methodology with conventional models employing two 

independent Poisson distributions or a Bivariate Poisson distribution to model the two causes. We present results 

based on both simulated and real data. 

 

 

 

 

 

 

 

 

  



 

   
 

 
 

70 

SPATIAL CLUSTERING ALGORITHMS FOR THE 

MULTIDIMENSIONAL ANALYSIS OF SOCIAL INEQUALITIES 

 

Corrado Crocetta1, Leonardo Salvatore Alaimo2, Paola Perchinunno3, Samuela L’Abbate4 

 

1 University of Bari “Aldo Moro” (email: corrado.crocetta@uniba.it) 
2 University of Rome La Sapienza (email: leonardo.alaimo@uniroma1.it) 
3 University of Bari “Aldo Moro” (email: paola.perchinunno@uniba.it) 
4 University of Bari “Aldo Moro” (email: samuela.labbate@uniba.it) 

 

 

 

The analysis of social inequalities is a topic of current interest and is studied as a factor in the evolution and 

measurement of the level of well-being. A fundamental prerequisite for a correct statistical analysis of this 

phenomenon is the need to share a univocal definition of the concept of social sustainability. 

This work starts from the need to identify territorial areas and/or population subgroups characterized by 

situations of hardship or strong social exclusion through the construction of indicators that can estimate 

situations of social inequalities in small areas. 

Scientific research options have been oriented towards the establishment of a multidimensional approach, 

sometimes renouncing dichotomous logic to go as far as fuzzy classifications in which each unit simultaneously 

belongs and does not belong to the selected category. In this work, multidimensional statistical analysis 

methodologies (TFR method) and territorial clustering methods will therefore be used to aggregate adjacent 

spatial units with high intensity of the phenomenon (DBSCAN and Seg-DBSCAN). 
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Understanding mortality is of great importance for both private and public sectors to design appropriate pension 

or insurance plans. To this purpose, several interesting applications of multi-way models to mortality data are 

available in the literature (1). Generally speaking, in these studies, data usually refer to mortality rates across 

demographic features such as causes of death, ages, countries, and years. This work represents a further step in 

mortality analysis by focusing on the gender gap (2) in causes of death and its evolution by cohort. Limiting our 

attention to the three-way case, the Tucker3 model is applied to a tensor containing gender gap data in mortality 

distinguished by causes of death, age classes, and cohorts. 
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Measures s-concordance and s-discordance were introduced in 2019 by E. Diday (1) to measure the agreement 

(or disagreement) between an object and a collection of objects. The prefix "s" refers to symbolic data analysis, 

in which the descriptions of the objects, that represent aggregations of individuals and are referred to as classes, 

preserve more internal variability of the individuals, which is also further taken into account in the analysis. 

A high s-concordance of a class “c” with a given collection of classes “P” for a category “x” reflects the high 

frequency of this category among the individuals within the class “c” (high “internal frequency”) in combination 

with the additional information, that there are numerous classes in the given collection of classes that have 

approximately the same internal frequency for this category “x”. On the other hand, a high s-discordance 

characterizes a very frequent category “x” in an observed class “c” (high “internal frequency”) that is specific 

to it, which means that there are not many classes with such an internal frequency. More theoretical background 

can be found in the recently published chapter (2). 

In our study, we applied selected s-concordance and s-discordance measures to the PIRLS dataset (3). The 

PIRLS dataset is based on a large-scale international evaluation of student performance in traditional paper 

reading and reading on digital devices in several countries around the world. Measuring s-concordance and s-

discordance gives us additional insight into a country's reading achievements compared to the collection of 

countries. Similarly, it can provide additional information about the reading achievements of individual classes 

within a country. Furthermore, we explore how these new methodological approaches could enable a more 

comprehensive comparison between traditional reading on paper and reading on digital devices, the importance 

of which has increased enormously in the "Covid era". 
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The aim of this research is to apply s-discordance measure introduced by E. Diday (1) in the context of 

classification of textual documents according to emotion. For that purpose, weight of word or index term will 

be measured by s-discordance measure Sdisc (c, P, x) of a class of documents c with collection of all classes P 

for a given index term x. Classes of documents are created based on the emotion present in the document (anger, 

disgust, fear, guilt, joy, sadness, and shame). S-discordance measure defined for this application is measuring 

relevance of the index term x for a class of documents or, for mentioned emotions. The relevance of term x for 

a class c is high if the proportion of documents inside the class c that contain that term is high, and the number 

of classes for which proportion of documents in that class that contain term x is higher than in class c is low.  

Measuring of word emotions by s-discordance measure will be applied in two different settings: in a supervised 

way by extension of standard Tf-Idf weighting scheme by s-discordance measure, and in an unsupervised way 

by automatic creation of lexicon of emotions using s-discordance measure of index terms as their weights and 

classification of test documents using lexicon. For experiment will be used ISEAR data set (2).  
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Visualization tools are crucial for conveying patterns and guiding analytical approaches in data interpretation. 

When faced with the complexity of visualizing distributional data tables—where each observation is a vector 

of frequency or density distributions—the need for user-friendly tools becomes apparent. To address this 

challenge, three innovative visualization tools have been introduced for data tables characterized by numeric 

distributional data. 

The first two tools, the Green Eye Iris (GEI) and the Flower plot, utilize a polar coordinate-based representation 

of stacked bar charts or violin plots. 

The third tool extends the traditional heatmap plot and is particularly effective for illustrating datasets with 

numerous observations and variables. All three methods focus on visually representing the proportion of mass 

distributed on the domain variable, utilizing diverging color palettes for each distribution. 
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Data Science (DS) has become widespread in various fields of knowledge. However, in the field of 

Education, the applications of DS have been limited. Although it has been a decade since these 

applications have become more frequent, it has been argued that there is a lack of a reference 

community, society and journal to guide and help disseminate the work done on Educational Data 

Science (EDS) (1). Our proposed paper aims to contribute to this debate by presenting the state-of- 

the-art in EDS through a systematic literature review. We will contribute to the discussion by (i) 

providing an overview of existing definitions of EDS, and (ii) exploring/discussing the features of EDS 

(especially with regard to data, methods and ethics). 

We will use the PRISMA model (2) to systematically review the literature. Our selected keywords will 

be used in the main databases to search for both theoretical and empirical studies. Both scientific 

publications (i.e. peer-reviewed journal articles and books) and institutional reports will be included, 

without any language or time restrictions, to find all relevant publications. From these records, a 

snowballing search will be carried out to complete the literature search. Based on the results of our 

analysis, we will try to understand if EDS should be considered as a new, emerging discipline or just 

as an umbrella term. Furthermore, by including both scientific and grey literature, we aim to represent 

and bring together different perspectives on EDS, namely those of researchers, educators and 

practitioners. Working at the intersection of DS and education is rapidly becoming the next frontier of 

educational research (3). Understanding the features of EDS (and how it differs from other disciplines), 

its challenges and affordances, must therefore be seen as a priority to beter inform both policy and 

practice. 
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In an era of ubiquitous social media use, educational institutions leverage social media platforms to engage with 

their communities and stakeholders. While there are many benefits related to how educational institutions can 

engage with social media, this trend also raises serious ethical considerations, primarily regarding the large-

scale dissemination of students’ personally identifiable information (PII). Using large data sets exacted from 

Facebook and X (formerly and colloquially known as Twitter), we report on investigations of the social media 

practices of schools and school districts in the United States and the extent to which they potentially put 

students’ PII at risk of datafication on public social media pages (1). Furthermore, we examine the ethical 

ramifications related to the data mining of social media data for educational purposes. Mainly, how should we 

as researchers, approach using the social media data that we personally do not think should be available to the 

public? How does the use of this data intersect with locally-governed institutional review boards (IRB) that 

often consider it exempt from human-subject research because it is publicly available data? And what are the 

roles and responsibilities of educational practitioners and parents? We relate our discussion to debates about 

data ethics and the datafication of students’ information. 
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This presentation contributes to a collective reflection on what kind of educational data and what kind of 

educational data science we do need if we want to enable teachers and educators in their search for a fair, 

inclusive, democratic and non-anticipatory education. To do so, we move from a critical discussion of the key 

features of the contemporary data imaginary, which presents data as fast, accessible, panoramic, revealing, 

prophetic and smart (1). First, we show how this imaginary, and the related infrastructure, are playing a major 

role in shaping the understanding and uses of data and data analytics in the educational domain (6) and are 

contributing to a re-framing of the temporal rhythms, relations and modalities in/of education. Second, we 

problematize such an emerging timescape (4) for both educational data and the associated data uses, shedding 

light on the risks that they entail for education, which we relate to the reinforcement of a determinist, reductionist 

and discriminatory pedagogy (5, 3). Drawing on Kitchin (3) and Biesta (2), we reflect on the potential for a 

different timescape for educational data that is articulated around slowness, temporal care and an ethics of the 

possible. We suggest how this requires to think, produce and use educational data in a perspective that: a) widens 

the spaces for deceleration, disconnection and asynchronicity; b) enables the cultivation and valuing of multiple 

and overlapping educational temporalities, histories and unfoldings; and c) includes the possibility of forgetting 

and a democratization of future-making.  
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Agent-based modeling allows studying the emergence of collective phenomena such as segregation or 

polarization through the interaction of virtual agents simulating human behaviors and cognitions (1) To ensure 

the reliability of results from agent-based models, synthetic populations aim at building agents that are 

representative of the target population. The process can include the synthetic reconstruction of socio-

demographic characteristics of agents manipulating data for initialization or integrating independent sources of 

data. Research in the field is devoted to producing algorithms for the extraction of synthetic populations, most 

of them applying statistical techniques to data archived, such as the Iterative Proportional Fitting and its 

extensions to spatial scales and nested data.² The availability of data infrastructures for social data science 

nowadays allows for the integration of different data sources, increasing the potential of synthetic populations 

for policy testing and social research within the principles of Open Science. However, this comes with some 

challenges peculiar to agent-based modeling. First, developing self-made algorithms to extract synthetic 

populations can be cumbersome work requiring efforts that distract from the scope of the simulation and that 

increase the risk of committing errors. Additionally, synthetic reconstruction requires familiarization with the 

data collection and data management of independent sources to harmonize data and scales. To facilitate agent-

based modelers against these challenges, the Fostering Open Science in Social Science Research project 

(FOSSR) envisages an automated service to extract synthetic populations from an integrated database 

infrastructure. Our contribution first shows the state-of-the-art of literature and methods for synthetic 

populations, highlighting the challenges specific to agent-based modeling, and how they are dealt with in the 

development of a software as a service within the FOSSR open-cloud.  
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The advancement of Open Science is greatly encouraged by the establishment and strengthening of Research 

Infrastructures (RIs). Within the realm of Social Sciences, the promotion of Open Science through RIs aims to 

foster a dynamic and productive diffusion of knowledge among scholars and between science and society. 

Beyond integrating and sharing scientific data, RIs can provide innovative research tools and services, foster 

communitybuilding initiatives and engage with social and political stakeholders to promote an increasingly 

meaningful impact of scientific work in the choices that affect citizens. 

The FOSSR project, funded by NRRP and managed by CNR, is committed to creating a social and research 

environment that enables simplified and shared access to social science data from three European RIs 

(CESSDA, RISIS and SHARE) through innovative interfaces and services. A central aspect of the FOSSR 

project is the creation of advanced tools and services for data collection and analysis to enhance the effectiveness 

of data-driven socioeconomic policy learning. Of particular significance is the development of a Policy Learning 

Platform (PLP), based on the latest developments in machine learning and artificial intelligence. The PLP will 

play an important role in bridging the gap between recent theoretical developments in socioeconomic policy 

learning and their actual implementation in the actual policy context. The platform is designed with an open 

source approach and will be developed using three software tools: two open source options, Python and R, and 

one commercial tool, Stata. The PLP aims to provide researchers, practitioners, and policy makers with the 

ability to predict policy effects and devise targeted scenarios across a wide range of social sectors. It aims to 

become a relevant resource in promoting the connection between theory and practice in data-driven policy 

learning within the context of open science, serving both scientific and social impact objectives. 
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In this paper we discuss the methodological innovations and challenges related to surveying child 

wellbeing in Italy in the framework of the GUIDE (Growing up in Digital Europe) Research 

Infrastructure. GUIDE is an ESFRI 2021 Roadmap research infrastructure and aims to develop a 

comparative longitudinal survey on child well-being in 20 European countries thanks to an accelerated 

cohort design: in particular, an infant cohort (followed from age 1 to 24 years) and a children cohort 

(followed from 8 to 24 years). The data collected through this longitudinal survey (according to a FAIR 

approach) will provide information about a holistic evaluation of child well being and will constitute 

the basis for public policies at different territorial level in each of the participating countries as well as 

creating a unique dataset for comparative policy analysis. Taking stock from the pilots conducted in 

five countries in 2023, the GUIDE Italian team based at the University of Bologna has pre-tested the 

implementation of the survey in Italy and has produced, in collaboration with CNR-IRPPS, a design 

for the pilot to be conducted in Italy in the spring 2024. This design allows also to evaluate different 

survey modes and their implication for data quality (that is comparing CAPI and CAWI survey 

methodologies) and to test the robustness of the results with regard to regional heterogeneity, that is 

comparing northern regions (Lombardy and Emilia Romagna) with southern regions (Campania and 

Apulia), among other more specific technical elements of the sampling strategy. This paper analyses 

the work conducted so far and presents pathways to the full-scale launch of the GUIDE survey in 2026 

in Italy 
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The concept “statistical literacy” is often restricted to a well-defined area: statistics at school with 

enhanced teaching methods. Such a context usually sees statisticians in the asymmetric role of experts 

while all the others are rewarded when they acquire formal statistical skills. This contribution embraces 

a wider approach and proposes reflections and experiences for a broader view. In addition to traditional 

teaching activities, the authors reflect on passing warp and weft statistical threads throughout the entire 

cultural fabric. Their vision of statistical dissemination covers a broad conceptual spectrum and 

therefore it is possible to talk of “statistical culture”. Culture is not classically referred to as individual 

training (prescriptive: having to be, having to know), but as used by current social sciences: behaviours 

that transcend the cultured/uncultured distinction, i.e. systems of ideas and symbols that pervasively 

guide individual behaviour and thinking (opportunities to experience). Therefore, the learning 

approach changes from “let’s teach it better”, to “let it emerge in social life and involve [young] people 

in it”. The challenging journey envisioned, not only foresees a change in the skills of non-statisticians, 

but also – and perhaps more so – in the attitudes of both statisticians and statistics. In this process, 

playful activities play a fundamental role: they provide a relaxed and appealing setting where a topic 

like statistics – generally feared or criticized – becomes a friendly experience for everyone and for the 

young in particular. Before tackling formal statistical language, concepts become game and role-

playing experiences, and they are actively lived through collaborative joyful moments, where everyone 

can contribute, despite their previous knowledge or formal expertise. Two such experiences are 

presented: one suited for schools from kindergarten to high school, the other open to all citizens. 
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This review explores the landscape of games within the realm of futures studies, emphasizing their significance 

in fostering engagement, learning, and strategic foresight. The proliferation of games addressing future 

scenarios reflects a growing recognition of their potential to democratize futures thinking and involves diverse 

stakeholders in envisioning possible futures. 

The review categorizes existing games according to their objectives, mechanics, and intended audience. From 

serious games designed for academic and professional training to educational board games targeting a broader 

audience, the spectrum of futures-focused games is diverse. The analysis encompasses digital simulations, 

scenario-based board games, and participatory activities that harness the power of play to facilitate 

understanding and anticipation of future developments. 

One key aspect under scrutiny is the pedagogical value of these games. Many offer interactive learning 

experiences that transcend traditional educational methods, allowing participants to actively engage with 

complex concepts such as scenario planning, strategic foresight, and decision-making under uncertainty. The 

integration of gaming elements enhances participant motivation, making futures studies more accessible and 

enjoyable. 

Also in the realm of mathematics and statistics, a plethora of games exists, ranging from board games to digital 

applications, offering dynamic and enjoyable ways to explore and apply quantitative concepts.  

However, in almost all cases, games developed for educational and training purposes are mono-sectoral and do 

not address the interdisciplinarity that is fundamental to addressing society's problems. Indeed, to date, there is 

a lack of games that effectively integrate the development of both statistical and mathematical skills, which are 

predominantly quantitative, with aspects of futures studies, which are primarily qualitative. Understanding and 

applying probability - which is essential for navigating uncertainty - can play a proactive role in exploring and 

using both one's personal futures and societal futures, providing the right tools for discriminating between 

multiple futures, ultimately leading to statistical decision-making.  

Recognizing the enormous potential of games for the development of complex skills, it would be extremely 

helpful and appropriate the creation of such a game, in order to foster an interdisciplinary and holistic approach 

to skill development, integrating statistical, mathematical, and futures studies capabilities. 
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This research paper aims to present Business Statools, a card game, a new educational tool for statistics learning 

and giving appeal to statistics. The game aims to improve the ability of players to pair business targets and 

statistical techniques. The tool consists of two packs of cards and a die. The players are asked to pick a number 

of cards up from the statistical techniques pack, according to the tossed die, and keep the best set of technique-

cards that satisfy the randomly drawn business object card. The game purpose is to help players to learn statistics 

through card selection and between-player discussion. More and more young people are fascinated by terms 

such as artificial intelligence or machine learning, totally ignoring the fact that statistics often has little appeal 

behind such terms. Through the discovery of business goals and the search for methods to pursue them, statistics 

becomes a game and thus becomes a time for sharing and growth. The game was created as an evolution of the 

territorial educational path of the experimental publishing projects Lucanum and Robocom. 
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The concept of sustainability has been spread like one of the most cited and  interesting trend topics giving a 

lot of definitions and good practices to perceive it. In this context, the  perception of sustainability for the 

population and the companies is one of the aspects less frequently faced. In  this work, this issue has been 

analysed using results from a survey in which a sample of 2,000 respondents  answered to the perception of 

sustainability for Italian companies. The main aim of the work is to detect to measure the sustainability concept 

level of understanding  and the perception of the role played by the companies in this field. This objective was 

achieved asking the  population how much they are informed about sustainability, SDGs and how much they 

are available to pay  to choose a sustainable company respect to one not sustainable. Segments of respondents 

have been achieved using decision trees. The decisional rule used to obtain  the nodes was the CHAID (Chi-

squared Automatic Interaction Detection) method. Trees are connected acyclic  graphsfundamental to create 

data structures, classification tools, decision theories and prediction models. Each  node can be thought of as a 

cluster, tree prediction models add two ingredients: the predictor and predicted  variables labeling the nodes and 

branches. The proposed approach divided the respondents in four groups showing  four different behaviors 

towards the sustainability. The survey highlights the need for more widespread  information to create a widely 

disseminated culture of sustainability that appears as a concept not yet fully  defined. 
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Empowering all individuals, irrespective of their gender, leads to  diverse perspectives, innovation, and 

inclusive growth. Recognizing the importance of diversity and  fostering an environment where everyone has 

an equal opportunity to thrive, sets the foundation for a  future that is both sustainable and equitable.  
Over the years, dedicated efforts and specific policies have played a pivotal role in advancing gender  equality. 

Legal frameworks have been established to address discrimination and promote equal  opportunities for all 

genders. For instance, in Italy, the implementation of gender quotas under Law  120/2011 (also known as Golfo-

Mosca) represented a significant milestone, although it was confined  to publicly listed and controlled 

companies. The primary aim of the present study was to conduct a thorough examination of gender  equality 

measures within selected Italian companies, aiming to acknowledge the progress achieved and  identify areas 

for further improvement. Specifically, our focus was on the life sciences sector, because  of its high-standing in 

terms of gender equality and inclusion.  An ad hoc questionnaire was developed and distributed to companies 

within the life sciences  sector, including pharmaceutical, medical device, biotechnology, and nutraceutical 

industries. The  questionnaire was completed by human resources professionals. In Italy, the Golfo-Mosca law 

marked a significant turning point. A comparison will be  conducted between 2011 and the current situation to 

assess whether there has been a spillover effect in  companies not directly affected, namely unlisted 

companies. Compared to 2011, a moderate increase in female representation at the top executive level  was 

observed. None of the companies participating in the survey were directly affected by the Golfo Mosca law; 

nonetheless, a positive trend might suggest a potential cultural shift towards valuing female  talent and 

leadership.   
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The Delphi method, originally developed in the mid-20th century, has gained  prominence as a structured and 

iterative technique for achieving consensus among a panel of experts.  In the dynamic and multidisciplinary 

field of life sciences  (LS), where diverse perspectives converge,  the Delphi method offers a valuable tool for 

addressing complex research questions, fostering  collaboration, and synthesizing expert opinions (1). We aim 

to elucidate the application of the Delphi  method in LS research, emphasizing its efficacy in promoting 

consensus-building and informed  decision-making within the scientific community. Through a review of 

pertinent literature and  illustrative case studies, this presentation will highlight the versatility and adaptability 

of the Delphi  method in addressing the challenges unique to LS research (2). The Delphi method involves a 

series of structured surveys and iterative rounds of feedback,  allowing a panel of experts to converge towards 

a collective viewpoint. The approach facilitates  anonymity, encourages open communication, and 

accommodates diverse perspectives. By utilizing a  systematic process of controlled feedback, the Delphi 

method enables the identification of areas of  agreement and divergence among experts, fostering a more 

nuanced understanding of complex issues. Case studies from various LS domains will be presented to 

demonstrate the successful  application of the Delphi method. Examples will include its use in establishing 

disease epidemiology  in case of scanty data, prioritizing research objectives, and defining consensus on 

emerging  technologies. The results will showcase the Delphi method as a valuable tool for harnessing the  

collective intelligence of experts, thereby contributing to evidence-based decision-making in the LS. By 

critically examining its application, addressing challenges, and presenting successful  cases, the presentation 

will contribute to a deeper understanding of whether the Delphi method is a  myth or a tangible reality in 

advancing consensus-building efforts in this multifaceted field. 
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In statistical literature, many contributions investigated the relation between  macro-economic 

variables and the employment rates obtained from the Labour Force Survey. In this work,  beyond the 

total employment rate, other rates referred to particular categories of the population have been  

analyzed in correspondence with the Gross Domestic Product and an index of inequality income. The 

source  data is Eurostat in the period 1995-2020 for some European countries. The main aim of the 

work is to detect the presence of an economic growth, measured by GDP,  followed by a positive 

dynamic of the considered employment rates in some EU countries. When this  relationship is 

confirmed, then it is possible to define the concept of inclusive growth. A three-way data analysis 

approach has been proposed to track the evolution of the relationship  during time in each country. The 

points in the trajectory analysis represent a short time series with not enough  observations to achieve 

good predictions through usual techniques. For this reason, an original approach based  on the superior 

influence of the most recent observations has been used to obtain predictions for the future  coordinates 

of the trajectories. The proposed method also provided prediction intervals in order to display not  only 

the exact next point of the single trajectory but also a measure of the prediction error. The graphical 

analysis allowed to compare the paths of different  countries. The trajectory analysis showed 

interesting results synchronized to macro-economic events, for  example the impact of economic crisis 

is evident on the trajectories which tend to shrink at that time. About  the inclusive growth, only some 

countries show a clear path toward this direction. 
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Talking about futures in contemporary society is necessary because it makes it possible to plan long-term 

strategies, promote innovation, and adapt to global changes, thus contributing to sustainable growth 

and  collective well-being. In recent years, the European Union, facing a complex series of economic, social, 

conflict  and health crises, has shown a marked awareness of the significant gaps in its governance system and 

the  need to think about forward-looking strategies for the future. In response to this need, in 2021, the 

European  Commission organized the first Conference on the Future of the European Union, an initiative shaped 

by the  need to critically address the shortcomings that emerged during the crises and to actively engage citizens 

in  the debate on the future prospects and developments of European integration, thereby reframing the  common 

path toward a stronger and more cohesive Union. So, the goal of this contribution is to construct a  composite 

indicator that can provide a clear and comprehensive perspective on the future of European  nations, serving as 

a strategic guide for policy formulation attentive to emerging challenges and changing  dynamics. The starting 

point of the present research was to analyze the discussions and proposals of the nine  key themes derived from 

the Future of the European Union Conference, and based on this conceptual  framework, indicators were 

selected, creating a dataset consisting of 23 indicators. Through the application  of the Partial Least Squares 

Path Modeling (PLS-PM) statistical technique, the synthetic indicator "European  State Of Future Index" 

(ESOFI) was created, an advanced model useful for formulating targeted strategies and  policies. The results 

highlight the EU's commitment to climate change policies; however, it emphasizes the  importance of not 

neglecting key aspects such as health, youth and security to ensure an overall better and  sustainable future.  
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High-performance computing (HPC) is an enabling technology that guarantees high computing capabilities for 

heterogeneous applications. These systems solve large-scale computational problems requiring considerable 

computation, such as climate simulation, weather prediction, pharmaceutical research, aircraft design, financial 

market analysis, and more.  

With this contribution, we want to explore how the results obtained on digital tools differ from those integrated 

with the knowledge of key informants. How integrating qualitative data can help gain a greater understanding 

of social media data. 

To do this, we collected data by different means. The first focused on the statistical analysis of X's posts on the 

topic of HPC. The second involved the integration of a qualitative phase with a quantitative one. 

We interviewed 25 experts in HPC technologies and applications. A content analysis was carried out after the 

transcription of the interviews, and keywords were extracted from the Google Search and Trends platform. From 

Google services, we extracted the associated queries and topics. We extracted the digital traces from the social 

media X by integrating these new keywords.  

The integration of the extractions on X and Google served to compare the results obtained by digital tools with 

those of the interviews and see how the perspectives on HPC may differ.  

The results of the two approaches highlighted the contribution of qualitative data in obtaining greater 

understanding and meaning from social media data. This enriches the research conducted on X and the 

interpretation of the results. 

Integrating different data types is effective in studying the discourses on emerging technologies whose 

knowledge on social media may be fragmented. 
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The rise of large-scale AI and machine learning models has sparked an explosion in falsified information, 

marked by hallucinated or synthetic contents (text, images, videos, audio) crafted through digital technologies. 

According to the World Economic Forum's Global Risks Report for 2024, this phenomenon is a significant 

short-term threat necessitating urgent responses. Data journalism emerges at this critical juncture, bringing 

together data with communication to highlight a human centric design approach. This paper provides an 

overview of data journalism, including how data visualization and storytelling can be applied into insights for 

effective communication. The goal is to help in creating a data driven culture, transforming data into visually 

shared stories for a clearer communication and to increase ethical transparency in the representation of facts. 

Big data and journalism combat disinformation through sophisticated data analysis and epistemological 

considerations (1). A mixed-methods approach that includes case studies, content analysis, data and AI ethics 

is required. Anthropocentric storytelling, when combined with strategic data analysis tools such as data 

scraping, mining, statistical analysis, and visualization, emerges as a potent strategy to combat disinformation 

(2). However, there is a trade-off between using narratives for persuasive clarity and the risk of manipulating 

information (3). This dichotomy underscores the importance of ethical storytelling in data journalism. The 

challenges of data journalism especially in the context of AI-Ethics, are complex. Key recommendations involve 

improving data literacy, using verification of multiple sources and knowledge analysis to ensure ethical 

alignment with AI practices. 
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The digital revolution is greatly shaping the world of educational and social services. Not only does it change 

risks, bringing forth entirely new social needs, but it also alters the tools to counteract them, such as the way 

social policy is conducted. The digitalization of social data certainly facilitates the processes of identification 

and response to these needs, but on the other hand, it also brings forth new challenges. Among these challenges, 

certainly, is the issue related to data governance. While in the past, attention was focused on consolidating the 

IT infrastructures of social systems and creating socio-normative devices to ensure public access to data (Mauri, 

2007; Rinaldi, 2012), today the evolution of artificial intelligence systems for data management presents us with 

many opportunities and new critical points to address related to ethics, possible algorithmic biases, and data 

transparency (Amaturo and Aragona, 2019; Vesan and Campedelli, 2023). 

In light of these premises, the paper presents the experience of data governance in social policies of Campania 

Region, in relation to two specific cases: one related to the Social Information System, that is the IT structure 

for service planning and thus social data management. The other case concerns the institutional experimentation 

of Govern-AI (GOVERNance assistance for social areas by Artificial Intelligence), a research and intervention 

program aimed at AI-based assistance in local welfare governance. The approach used is that of constructing 

social digital data through a shared and transparent process. 
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The paper examines the immediate market response of the coal-related industry to the onset of the Russian full-

scale invasion of Ukraine. The findings indicate a significant and negative reaction in the European region on 

the 21st and 24th of February, followed by an increase in average abnormal returns (AARs) on the first day 

following the invasion. As for Emerging countries, no results were observed for China, while India registered 

positive AARs on the second and third day of the war. 

Over the designated 14-day event period, positive Cumulative Average Abnormal Returns (CAARs) are evident 

in all examined sub-samples, though statistical significance is observed only within the Titans subsample. 
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First forecasting models to diagnose the state of corporate health date back to the 1960s and 1970s. These were 

entirely based on balance sheet indexes, which still represent a valid tool for preventing the company's state of 

health. The most used in the literature were certainly profitability (ROE, ROI, ROS, and Turnover), liquidity, 

and capital-financial solidity (e.g.debt ratio) (1,2,3). In recent years, the economy has gone through a deep 

structural crisis that has sanctioned the settling of income, cash and capital levels significantly lower than in the 

past. In many cases, this crisis has led to insolvency and bankruptcy. There is, therefore, an urgent need to 

identify a series of warning signs to activate a recovery process promptly and effectively before the prospects 

of business continuity are compromised. 

To this end, there is a growing need to combine quantitative models based on advanced statistical learning 

techniques that consider large volumes of data, the temporal aspect of the balance sheet data, the dynamic aspect 

of the context variables and the interactions of these data over time. We propose using ensemble techniques 

because they overcome many issues of classical parametric models. The study shows that using tree-based 

statistical learning methods with optimization of the model's hyper-parameters provides very high results in 

terms of accuracy and can automatically consider all possible interactions. The latter aspect allows us to discover 

relevant features never considered in past studies. We often have large datasets regarding sample size and the 

number of variables in the business field. Our study shows that integrating the latest statistical learning 

techniques in this area significantly benefits prediction and explainability. Further studies are recommended to 

introduce context variables and spatial analysis since these techniques have been little used in the business field 

to predict the state of crisis. 
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In this paper we present a new regression method for data represented in the form of distributions (1). Unlike 

traditional functional regression methods, our contribution lies in a specific data transformation. We employ a 

logarithmic transformation on the derivative quantile functions linked to the distributional data. Let E be a set 

of N objects observed on p distributional variables {X1, X2, . . ., Xp}. Each object is represented by p probability 

density functions (pdf ’s), or empirical ones, denoted fij(s). In consideration of the most recent developments in 

Distributional Data Analysis (DDA), we introduce a transformation of the quantile functions (qf ’s), associated 

to the (pdf ’s), named Logarithm Derivative Quantile (LDQ) functions lij(t) defined in the interval [0, 1]. A 

similar transformation was introduced in (2) to map density probability functions in a Hilbert space. This 

distributional processing of the data has the advantage of allowing an analysis of the new functions and being 

able to return from the achieved results to the original quantile functions, through an inverse transformation. 

We consider an extension for distributional data on the LDQ functions by using a functional data representation. 

For each distributional variable Xj (for j=1, . . ., p), we assume that the LDQ functions are represented like 

functional data (3) by considering a B-splines smoothing in the points corresponding to the quantile of the 

distributions. In the context of applying the regression method for distributional data and the transformation of 

quantile functions (LDQ), our objective is to utilize this new regression method to thoroughly evaluate the 

influence of environmental pollution on a quality of life. 
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A new spectral clustering method for three-way data is introduced. Spectral clustering is a two-step sequential 

method that involves the dimensionality reduction of data through what is referred to as Laplacian embedding; 

the second step entails applying a clustering algorithm (usually the k-means algorithm, but also mixture models 

have been taken into account) to partition the data into 𝐾 clusters. While spectral clustering methods have been 

traditionally applied to two-way data, recently, we proposed a spectral clustering approach in three-way data in 

(1) and (2). The goal is to partition a three-way dataset composed by 𝑁 units, 𝑀 variables and 𝐻 occasions into 

𝐾 clusters. The novelty of the method here proposed concerns modelling a set of 𝐻 Laplacian matrices Lh (for ℎ 
= 1, . . ,𝐻) of size 𝑁 × 𝑁 as follows: 
 

Lh=AChA'+Eh such that AA'=I for h=1,….,H.    (1) 

Lh is the Laplacian matrix, 𝑨 is the 𝑁 × 𝐾 matrix representing Laplacian embedding, and Ch is a diagonal 𝐾 × 𝐾 
matrix with non-negative elements. 
A least squares approach is considered to estimate the model, based on the following minimization 

 
h=1H||Lh-ALhB'||2,       (2) 

 
where 𝑩 is an 𝑁 × 𝐾 matrix introduced for algorithmic reasons. In this context, a significant innovation comes 

from results given in [3] and the related algorithm known as Indort; in particular in (3) is proved that if the 

matrices 𝑳# are positive definite and the elements of Ch are non-negative, then the resulting matrices 𝑨 and 𝑩 in 

(2) from the Indort algorithm are equal. 
These results allow obtaining a unique configuration of Laplacian embedding common to all 𝐻 Laplacian 

matrices 𝑳#, making the matrix 𝑨 representative for the entire dataset. Once the Laplacian embedding is 

computed, data can be clustered according to the standard spectral approaches. 
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In supervised classification, a change in the distribution of a single feature, a combination of features, or 

the  class boundaries, may be observed between the training and the test set. This situation is known as 

dataset  shift (1). As a result, in real data applications, the common assumption that the training and testing data 

follow  the same distribution is often violated. For example, when dealing with CUP (Cancer of Unknown 

Primary) samples, the problem is to correctly identify the (unknown) starting point of metastatic cancer cells; 

however, when cancer spreads, the secondary cancer cells may look like abnormal versions of the primary 

cancer cells and classifiers trained on the latter ones are no longer accurate.  
Dataset shift might be due to several reasons; the focus is on what is called “concept shift”, namely 

the  conditional probability of the features (X) given the response (Y) differs from training to test set. The aim 

is to address dataset shift in supervised classification problems.  
In order to address dataset shift we propose to randomly introduce more variability in the training set 

by  sketching the input data matrix resorting to random projections (2) of units. We then modify the random 

forests  algorithm to involve sketched, rather than bootstrapped, versions of the original data.  
Results on real data show that perturbing the training data via matrix sketching (3) improves the 

prediction  accuracy of test units that have a different distribution in terms of variance structure.  
The application of the proposed methodology to the identification of the unknown starting point of 

metastatic  cancer cells shows that data perturbation based on sketching produces promising results; however, 

it is  important to understand which group characteristics benefit from the projection via random subspaces.  
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The tremendous rise in data complexity in recent years has led to the need for new statistical 

methods.  Nowadays, data are recorded and stored with purposes that differ from statistical analysis and often 

consist of  mixed-type data that cannot be treated under any specific distributional assumptions. Therefore, 

mixed-type data analysis has attracted the interest of many from the clustering and classification domain (1). 

When dealing  with mixed data types, with many variables and a big number of units, geometric partitioning 

clustering  algorithms remain more appealing and likely the most broadly used. Within this large family, this 

work  considers probabilistic distance (PD) clustering (2), which is a distribution-free, probabilistic 

clustering  algorithm that can work with any general distance. PD clustering for mixed-type data measures 

the  homogeneity among the units using Gower’s distance and assigns the units to the given K clusters by 

solving  a numerical optimization problem. Simulation studies prove the method’s efficacy under several 

diverse  conditions [3].   
This proposal presents a PD clustering application on a real mixed-type data set that was recorded on a group  of 

students enrolled in the first year of an ungraduated program in psychology. The final aim is to identify 

homogenous groups of students according to their mathematical prerequisite knowledge, socioeconomic 

characteristics, and some psychological traits that can affect academic performance.   
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 Clustering serves as a fundamental tool in various scientific disciplines, offering a method to analyse a 

wide  spectrum of data types. Especially in disciplines collecting data from human sources, the most common 

data  type is the mixed one, comprising a combination of interval scale, nominal, and ordinal variables. Applying 

a  traditional clustering algorithm carries the implicit and overly idealistic assumption of error-free data, 

which  is rarely the reality in data collection and processing. This is especially true when humans are involved 

in some  parts of the collection process. Transposition errors, for which numerical values of variables are 

swapped (a  common phenomenon in clinical fields, where data are manually recorded), and recall bias, i.e., the 

inaccurate  or incomplete recollection of past events, are just two examples that underscore the prevalence of 

data  inaccuracies in real-world datasets. The influence of observational errors on clustering algorithms have 

the  potential to impact the quality of the results. While efforts have been made to mitigate this influence in 

the  context of interval scale data, the consequences of using already available clustering methods not 

specifically  developed for handling errors are not known. We concentrate on the effects of differential 

measurement errors  and misclassification on clustering. Our study compares the robustness of five clustering 

algorithms for mixed type data, namely k-prototypes, Modha-Spangler, KAMILA, HyDaP, and PDQ, in the 

presence of  measurement error and misclassification (MEM), through both a Monte Carlo study and a real 

world  application. This study provides comprehensive guidelines for users to align clustering algorithm 

selection  with data characteristics and MEM. Additionally, knowing that the analysis of errors in regression 

has provided  valuable insights into understanding the implications of errors, we provide equivalent definitions, 

given the  lack of an analogous theory in cluster analysis. 
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The distinction between the formative and reflective measurement modes in Structural Equation  Modelling 

(SEM) has both methodological and practical implications. Measurement misspecification  could lead to 

different interpretations of the causal structure (causal vs. effect indicators) (1) and biased  estimates even in 

the structural model. This contribution focuses on the need for new methodologies  that adapt to different 

experimental settings in psychometric assessments and evaluations and guide the  adoption of an adequate 

measurement mode. Our investigation relies on algebraic constraints (tetrad  conditions) arising for the observed 

covariance matrix under a reflective measurement mode (1).  Applications are often subject to limited data 

sample sizes and deviations from distributional assumptions (e.g., normality), which requires robust procedures 

that do not rely on asymptotic theory,  especially for explorative application studies. In line with our research 

question, we concentrate on  CTA-PLS, which is a combination of non-parametric estimation approaches 

(Partial Least Squares)  with Confirmatory Tetrad Analysis (2). CTA-PLS does not produce a unique statistical 

test based on  assumptions underlying asymptotic theory; instead, it produces a test for each algebraic relation 

(tetrad), which leads to a multiple hypothesis-testing framework. In this work, we will show how the CTA-PLS 

approach is specified in different case studies, discussing  sources of uncertainty and comparing different 

adjustment criteria to highlight their performance and  limitations in experimental research. We will discuss the 

comparison of CTA-PLS with other measures  to assess the quality of the measurement model, pointing out the 

complementary information they  provide. A sample-based approach is suggested to investigate the test power 

using different adjustment  criteria starting from the observed data, without a priori ground truth. The presented 

case studies will  address different experimental conditions based on sample size, number of manifest variables, 

and  number of latent variables.   
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Structural Equation Modelling (SEM) analyses latent constructs through observed indicators, defining 

connections between latent and manifest variables as reflective or formative. Reflective measurement  assumes 

latent constructs exist independently of indicators, while formative measurement sees the latent  variable as a 

composite of observed manifest variables. Partial Least Squares SEM (PLS-SEM)  efficiently handles both 

measurement modes, yet selecting between them poses computational and  conceptual challenges. This 

contribute pays attention on Confirmatory Tetrad Analysis in PLS-SEM  (CTA-PLS, (1)), a multiple test that 

extends the tetrad test to PLS-SEM and examines it from a decision  
making standpoint. The choice between reflective and formative modes, formalized through  assumptions about 

vanishing tetrads, relies on multiple hypothesis testing. To aid PLS-SEM researchers  and practitioners, a 

simulation study is presented. Through a data generation process, reflective and  formative measurement models 

are rigorously tested using CTA-PLS, evaluating its actual significance  level and power across various sample 

sizes and manifest variable scenarios. The simulation study compares the performance of different criteria for 

adjusting the statistical significance level, including  the well-established Bonferroni correction, and alternatives 

like the Benjamini-Hochberg and  Benjamini-Yekutieli corrections. The findings highlight the superior 

performance of the Benjamini Hochberg method, particularly in terms of test power, especially when dealing 

with small sample sizes  and numerous manifest variables. This contribute offers valuable insights to guide 

researchers and  practitioners in making informed decisions about measurement modes in PLS-SEM, enhancing 

the  robustness and reliability of their analyses.  
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Assessment of dimensionality of a latent trait, and estimation of multidimensional models, is now  well studied 

in the psychometric literature. In this work we take a different perspective, and outline a methodology to select, 

among a set of candidate items, a subset that share a single common latent  trait and is as large as possible. We 

build on a specific definition of multidimensional latent model  that is based on a discrete latent variable. We 

then implement a simple stochastic search strategy,  which is computationally feasible despite the gigantic 

number of possible subsets. Our strategy  involves sequentially testing for unidimensionality versus a local 

alternative, until a stopping rule is  satisfied. At convergence, the final subset is verified using the much more 

stringent condition  that is should pass a test for unidimensionality against all possible bidimensional 

alternatives. We  illustrate the approach by constructing a European measurement scale for material deprivation, 

with  an initial candidate set of twenty-three items and a final set of eight items that can be argued to 

be  unidimensional. 
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Honeybees play a crucial role in providing ecosystem services like food (e.g., honey, beebread, and  royal jelly) 

and pollination essential for maintaining biodiversity and food security. The provision of  these services is 

heavily influenced by the health status of the bees. The health status of a colony of  bees is highly impacted by 

heterogeneous factors including environmental conditions, chemical and  biological stressors, beekeeper 

conditions and practices, and agricultural practices. This complexity  makes it challenging to implement 

management strategies that both preserve honeybee health and  ensure productivity and economic viability of 

beekeeping. Honeybee health, like human health, cannot be directly measured. The conceptual model of 

Health  Status Index (HSI) was proposed by EFSA (1), but quantitative tools for its operationalization have 

not  been presented. In this study, we applied a second-order structural equation model (SEM) within a  Partial 

Least Squares Path Modeling (PLS-PM) approach to estimate the HSI. Collaborating with  experts, we identified 

six dimensions of colony health as the primary level of the model. Honeybee health is defined as a second-order 

construct (2). Furthermore, the model includes the estimation of  three latent dimensions related to external 

drivers (environmental conditions and beekeeping  practices) and their relationship with the six health 

dimensions. The model has been applied to a simulated data set representing seven realistic scenarios related 

to  the external drivers and one of the six health dimensions (disease and infection). The 

probability  distributions of parameters defining the scenarios were estimated through expert opinion. The model 

was able to discriminate the health status of the honeybee colonies according to the characteristics of  each 

scenario. The HSI provided a good capacity to integrate different types of data.  
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This work presents a novel inclusive kitchen system designed to revolutionize cooking safety  and accessibility 

for visually impaired individuals. At the heart of this system lies an innovative  airflow feedback mechanism. 

This system crucially provides information about the operational  status and temperature of cooking surfaces, 

particularly stovetops, using distinct airflow patterns.  

These patterns are intelligently configured based on a specific semantic knowledge base,  which tailors the 

system's responses to enhance usability and precision. Such a design is essential  for visually impaired users, 

who cannot depend on traditional visual cues to ascertain whether a  stove is active or hot. The system functions 

by emitting controlled air jets, which vary in intensity  to indicate the stove's temperature. A gentle airflow 

signals a cool or inactive stove, while a more  intense airflow denotes a hot surface. This tactile and thermal 

feedback mechanism is extended to  the stove's control panel as well, where airflow variations communicate 

different functional  statuses like heat intensity and operational state. This dual application of the airflow 

system  ensures that users can both operate the stove safely and be aware of its current state. The 

inclusive  kitchen system is developed with the key objectives of the United Nations 2030 Agenda 

for  sustainable development in mind, aiming to promote the well-being and autonomy of people 

with  disabilities. By integrating advanced sensory feedback technologies, this system marks a  significant 

advancement in creating inclusive home environments.   
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The present research work concerns the presentation of the initiative of a chromogenic label  applied to a bottle 

of Amaro Lucano in order to suggest the right consumption linked to an ideal  temperature. Thanks to a 

chromogenic layer composed of thermochromic materials, i.e.,  transparent substances subject to reversible 

modification of optical properties depending on  temperature through a chemical reaction, perfectly integrated 

in the layout of a label, it is possible  to detect with the appearance of the blue color the perfect temperature to 

consume Amaro Lucano.  The objective of this research work is to evaluate how such an initiative (in terms of 

generative  storytelling) is perceived by an "alien," a hypothetical focus group of users who do not know  Amaro 

Lucano or who know it through OSINT sources, exploiting the potential of explainable  artificial intelligence 

(XAI). Such an innovative approach called "NIGG" (Names and Images ->  Items' Graph -> Generative 

Artificial Intelligence) enables brand promise prediction by estimating  how an initiative may affect consumer 

perceptions. This paper discusses such innovative and  patented experimental approach for brand promise 

analysis, some results and the wide scope of  application. 
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This work introduces an innovative system designed to revolutionize the field of optics and  orthoptics health 

screening. At the core of this system is a set of tailor-made diagnostic goggles,  created using advanced 3D 

printing technology, and by a sophisticated expert system based on  artificial intelligence (AI) module, which 

precisely tailors the 3D model according to the specific  screening requirements and patient's specific physical 

characteristics. A significant aspect of this  system is its integration with a tablet, which, when paired with the 

goggles, delivers customized  visual exercises. These exercises, including attention to visual details, tracking, 

and chromatic  problem detection are dynamically generated by the expert system. The system's intelligence 

lies  in its ability to adapt to the user's specific needs, taking into consideration the type of goggles  used, user 

information, and the patient’s specific screening objectives.  

Moreover, the system intelligently tracks the user's past interactions. This information is  leveraged to 

continually generate novel scenarios, thus preventing users from relying solely on  memory from previous tasks 

and ensuring consistently engaging and effective screening sessions.  

This innovative system aligns with the United Nations 2030 Agenda for sustainable  development, contributing 

to the advancement of global health and well-being. By harnessing the  power of AI and 3D printing, it offers 

a novel, inclusive approach to optical and orthoptic health  screening, emphasizing personalized care and 

continuous adaptation to individual needs.  
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Different Var is an experimental intelligent system that allows through application and sensors  to interconnect 

table soccer tables for the purpose of real-time monitoring of scores (in relation to  detected goals) during 

games directly from a convenient browser-based intranet dashboard. Each  football table also features its own 

camera that allows the dynamics of the game to be filmed and  allows replays to be taken when the goal is 

detected or via appropriate trigger signal. In this way,  a video book is created for each game, allowing 

memories of convivial moments or competitions  over time. The table also features an internal UV-C LED 

system that also allows sanitization of  the game balls. The system by correlating sensor data with spectator’s 

perceptions data, the fair  play analysis and the computer vision module applied to the videos enables an 

innovative data  analysis approach of individual players' performances.  The system is protected by patent for 

industrial invention filed No. 102023000013596 and its  design is protected by registered design.  
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In the contemporary landscape of public governance, the management of corruption risks in public  procurement 

processes stands as a critical challenge that demands innovative solutions. As governments  strive for increased 

transparency, accountability, and efficiency, big data analytics emerges as a powerful  ally in the fight against 

corruption. The immense volume of data generated throughout the procurement  lifecycle provides a treasure 

trove of insights, enabling policymakers, auditors, and anti-corruption agencies  to identify irregularities, 

enhance oversight, and safeguard public resources. However, harnessing the full  potential of big data in 

combating corruption is not without its hurdles. This article delves into the pressing  necessity of utilizing big 

data analytics in public procurement, shedding light on the complexities  surrounding data quality, accuracy, 

and coverage. While the promise of big data lies in its capacity to  unveil patterns, detect anomalies, and 

facilitate evidence-based decision-making, the success of these  endeavours is intrinsically tied to the reliability 

of the underlying data. Inconsistencies, inaccuracies, and  incompleteness within most European and national 

datasets can compromise the integrity of analyses and,  consequently, the effectiveness of corruption detection 

mechanisms. By referring to the recently ended  European project CO.R.E. (Corruption Risk Indicators in 

Emergency - Grant agreement n. 101038790), in  this contribution we illustrate the huge potentials of big data 

in the context of combating corruption in  public procurement, examining the pivotal role it plays, while also 

scrutinizing the inherent challenges  related to data quality and coverage and paving the way for more robust 

strategies and methodologies to  harness big data’s potential. 

 

 

 

 

 

 

 

 

 

  



 

   
 

 
 

108 

BIG DATA EVOLUTION IN THE ITALIAN JUDICIAL 

FRAMEWORK 

 
Gianfranco Piscopo1, Vincenzo Basile2, Maria Longobardi3, Massimiliano Giacalone4 

 

1 University of  Naples Federico II (email: gianfranco.piscopo@unina.it) 
2 University of  Naples Federico II (email: vincenzo.basile2@unina.it) 
3 University of  Naples Federico II (email:  maria.longobardi @unina.it)  
4 University of Campania Luigi Vanvitelli (email: massimiliano.giacalone@unicampania.it) 

 

The Big Data Analysis allows the management of large  amounts of data of different nature and from various 

sources, having  great importance also in judicial proceedings. In the investigative and  judicial field, analysis 

of correlations, semantic enrichment and  sentiment analysis have proved valuable tools for feedback 

of  projective type: such a statistical analysis thus appears to be of  fundamental support in judicial activity (1).  
Moreover, in Italy there have been massive investments in  technological innovation with the promise of 

transforming justice into a quality service, increasing its ability to act in an effective, efficient,  transparent way, 

and in line with the actual citizens’ expectations,  allowing them to file a lawsuit and to forward it to the 

competent court,  in an automated way. The process of technological innovation in  justice is likely to produce 

items incompatible with a background that  was designed for the manuscript, where the requests have been 

just  applied to what was there in the past (2).  
This paper aims to describe the main statistical tools for innovative  problem-solving of the jurists' activities, 

defining a horizon of  application ranging from the study of regulatory and jurisprudential  corpora through 

information extraction techniques, network analysis,  application of complexity models, simulations for the 

study of law  systems, jurisdictional procedures, and judicial phenomena (3).  
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The growth of user-generated content (UGC) (1) in the travel industry makes reputation a significant  part of 

travellers' daily activities. Digital platforms hosting reviews of attractions and other tourist points  of interest, 

such as TripAdvisor, have become increasingly crucial for the management structure of the  travel industry. 

Moreover, the reputation associated with tourism services is increasingly linked to  material goods, atmosphere 

and the search for historical centres, which have become the main  destinations of postmodern tourists. We 

propose calculating the polarity scores of reviews for all tourist attractions in Naples and using them  in 

combination with other characteristics (e.g. duration of visit and type of site) to construct spatial  clusters of 

tourist attractions. To explore narratives, we use the methodology termed G.R.A.S.S (Geo-Referenced Analysis 

of  Sentiment Score)., which involves a process of web scraping reviews on the TripAdvisor site and 

then  combining sentiment analysis and spatial clustering techniques such as agglomerative 

hierarchical  clustering (AHC) with spatial constraint (3). Our results show geo-referenced attraction polarity 

scores with green and red areas according to positive  or negative sentiment via a navigable interactive map (2). 

Furthermore, the possibility of using textual  information as an additional variable for clustering also allows the 

identification of geographical areas  that are more characterised by the type of attraction, the duration of the 

visit and the enjoyment of the  experience to have a regionalisation of the city of Naples according to the 

travellers' experiences of the  different attractions. The insights gained from this analysis are valuable for future 

research, especially for exploring and  visualising tourism perceptions, providing a tool to monitor the 

attractiveness of an area and develop  further actions or policies to improve the tourism sector.  
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Corporate financial reports have increasingly incorporated narrative sections, enriching  their content and 

objectives. This development necessitates a shift in financial analysis from focusing  solely on numerical data 

to integrating text analysis.  Our study focuses on a comprehensive content analysis of sustainability reports 

from  various Italian companies, examining the key topics and messages related to sustainability and  Corporate 

Social Responsibility (CSR). To explore into corporate sustainability reporting, we employed a novel open-

source content  analysis tool named “Tall” (Text Analysis for all). This advanced tool specializes in both 

conceptual  and thematic analysis. Moreover, its visual representation enables researchers to clearly understand 

and  quantify the textual structure of the reports. Our findings reveal common themes related to corporate 

governance, including the roles of  boards and auditors. Furthermore, we also discovered significant variations 

in how these themes are  emphasized across different companies. This diversity suggests that the motivations 

and approaches to  sustainability efforts vary considerably among firms. The insights gained from this analysis 

are valuable for future research, especially studies  exploring the link between a company's sustainability 

practices and its overall organizational  performance. By highlighting the thematic dimensions in sustainability 

reporting, our study offers a  clearer understanding of how companies integrate and communicate sustainability 

in their financial  reports, with a specific focus on the Italian corporate context. 
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This study provides a comprehensive analysis of the knowledge structure surrounding Structural Equation 

Modelling (SEM) based on the Partial Least Squares (PLS) estimator through systematic and reproducible 

bibliometric citation analysis. Utilizing the Bibliometrix package in R, the analysis encompasses 8,337 

documents extracted from the Web of Science (WoS) database by Clarivate. The aim is to present a dynamic 

overview of PLS-SEM research activity, offering scholars an enriched understanding of its historical context, 

current status, and potential future directions. The findings reveal seminal papers, diffusion patterns across 

diverse research domains, and emerging applications. Moreover, the research addresses the increasing 

fragmentation of PLS-SEM-related fields, presenting results from key outcomes, including the identification of 

main research areas, the evolution of themes using trend topics, and the dynamic conceptual structure.  
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Digital content's ability to become popular quickly and reach millions of people is called content virality. In 

recent years, there has been a growing number of studies on viral posts, given their ability to influence social, 

economic and political outcomes in contemporary society (1). Understanding the mechanisms that regulate 

virality can result fundamental in determining the popularity and involvement of central trends and topics in 

society (3).This paper aims to propose a model to predict whether a post will go viral or not. According to Kalra 

et al. (2), we can identify two virality approaches in the literature: 1) content-based popularity prediction (6; 5); 

and 2) circulation-based popularity prediction (4).  In the first case, it estimates virality using textual and 

multimedia characteristics related to the content of a post. The second case models the network structure that 

connects users and studies how posts or news spreads among users. This research considers a mixed approach 

using sentiment analysis measures, key performance indices, and user popularity. We test our model using 

several social media (Instagram, Facebook, and TikTok) on different topics. 
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In recent years, the surge in textual data has led to a significant increase in information overload (1). The 

rapid  pace of document publication within the scientific literature domain intensified this challenge. Given 

the  crucial role of academic publishing in disseminating new knowledge and advancing scientific 

understanding, the publication of scientific documents allows sharing new discoveries and innovations among 

the scientific  communities, contributing to further advancements and progress across different research fields 

(2). Since the evident growth of publications places scholars in a scenario inundated by the overwhelming 

volume  of scientific material, this paper aims to understand if the expansion of scientific literature, in terms of 

the  number of publications, is coherent with the growth of knowledge. Evaluating the growth of knowledge 

can  be interpreted as the assessment of new information disseminated through the publication of 

scientific  literature.  
Measuring the extent of differentiation between publications can be accomplished through the use of 

a  similarity distance technique, in order to analyze the degree of overlap and divergence between documents. 

To  achieve this, we will perform the Word Mover’s Distance (WMD), a semantic-based distance algorithm 

that  quantifies the dissimilarity among texts of documents as the minimum distance that the embedded words 

of  one document need to travel to reach the embedded words of another document (3).  
The WMD analysis was performed on documents related to the h-index and its variations, including the r index, 

g-index, and a-index. These articles delve into several adaptations of these indexes, providing insights  into both 

their strengths and weaknesses. After performing the text pre-processing phase and employing a 

word  embeddings model, the algorithm generated a distance matrix, effectively quantifying 

semantic  (dis)similarities within the texts. Consequently, a cluster analysis was employed on the similarity 

matrix to  group similar documents and identify those with distinct characteristics. Our findings shed light on 

the intricate dynamics between the increase in scientific publications and the growth  of knowledge. The cluster 

analysis based on the WMD similarity matrix provides a potential framework for  assessing document 

distinctions and identifying different knowledge contributions within the scientific  literature domain.  
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In the contemporary societal landscape, immigration is a multifaceted and debated topic covering 

diverse  ideological spectrums. The discourse on immigration, particularly within newspapers, reflects a 

divergence of  varied opinions offered to the public. This study addresses the need to investigate and 

characterize the ongoing  immigration debate, focusing on the contrasting perspectives prevalent in selected 

media outlets. Our primary aim is to examine the diversity in news coverage across various newspapers to 

understand the  different perspectives presented to readers. Through the analysis of news articles from multiple 

sources, we  aim to identify patterns, themes, and contrasting viewpoints that shape the narrative on various 

issues. This  comprehensive exploration will offer insights into the range of opinions and biases inherent in 

media reporting.  The proposed study employs statistical techniques, including network analysis of word co-

occurrence, to  investigate the underlying structures of the immigration discourse. This involves mapping 

relationships  between words to identify patterns and connections, offering insights into prevailing opinions 

surrounding  immigration. Network analysis applied to textual data in the context of news reporting can offer 

insights into the different  positions and polarizations within a debate. By representing textual interactions as a 

network, nodes can be  identified as words, and edges as connections or interactions between them. Network 

indices, such as centrality  measures, can be employed to identify keywords or topics that play influential roles 

in shaping the debate.  Differential network analysis can then be applied to compare semantic networks, 

revealing different shades of  opinion related to a specific topic highlighting different ideological position. The 

examination of network  structures can characterise the polarization of views among newspapers.  In 

conclusion, the study emphasizes the central role of network analysis in decoding the complex space of  opinions 

on immigration. By examining semantic networks, it provides insights that offer a 

comprehensive  understanding of the diverse perspectives within newspapers. 
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Community detection is one of the relevant tasks in the context of Social Networks and Complex  Networks. 

Communities are cohesive subsets of nodes that are densely connected internally and  sparsely connected 

externally, defined according to the topology structure of the network. Considering  the different characteristics 

of the network (weighted/unweighted, directed/undirected, one-mode/two mode, etc.), several algorithms have 

been developed based on modularity, betweenness, random walk,  etc. Although, these methods improved the 

resolution and accuracy of detected communities, the  information around a network is even more complex and 

rich. Often, network datasets include  additional information, such as attributes (features) of the nodes, which 

can be an efficient support to  describe the communities and their configuration. Indeed, homophily, territorial 

proximity,  counterfactual factors, spreading and conformism can affect the network formation process 

and  therefore the composition of communities. In the last years, researchers posed the attention on this topic, 

trying to include the information of the  nodes' attributes in the detection of the communities. For examples, one 

of these proposals modifies the  hierarchical clustering algorithm including relational constraints; another 

approach describes the  communities in the context of Subgroup Discovery; finally, another contribution 

provides a data-driven  probabilistic method on multilayer networks. Suited also for single layer networks and 

for the prediction  of missing links or attributes. In this framework, this work proposes the use of DISTATIS (a 

three-way multidimensional scaling) to  combine simultaneously the information provided by the topological 

structure of the network and the  attributes (quantitative and qualitative) of the nodes. To demonstrate the 

applicability and the good performance of this approach we simulated different type  of networks, and different 

type of quantitative, and qualitative attributes which can be more and less  related to the network structure. The 

first results detect a good compromise space of the three  
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In today’s interconnected world, network data play a crucial role in  enabling communication and data transfer 

across various platforms and locations. Analysing such data  poses challenges due to the several factors that 

must be considered. In the last years, several statistical  models for network data have been proposed (1). The 

most common models includes: Graphical  Models, Exponential Random Graph Models (ERGM), Spatial 

Models, Temporal Models. Each of them  provides a different approach to analyse and interpret the underlying 

structure. Our work introduces two innovative concepts for data analysis in graph structured data, Network 

Functional Data (NFD) representing time series signals as functions on  network nodes, and Network Weighted 

Functional Regression (NWFR) model exploring relationships  between functional response variables and 

functional predictors in a weighted network. In addition a  functional conformal approach is proposed to validate 

the defined model. Results of the proposed method are shown for a benchmark data set on real 

environmental  data.   
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The analysis of multimorbidity represents a crucial challenge for healthcare systems, given its close relation 

with adverse health outcomes, more complex clinical management, and associated costs. Multimorbidity, 

defined as the coexistence of two or more chronic diseases within an individual, necessitates a thorough 

investigation of disease associations to comprehend the underlying phenomenon. These findings not only help 

on generating new hypotheses on potential shared biological processes but also aid in quantifying the impact 

of multimorbidity on health-related outcomes and quality of life, thereby enhancing preventive measures. In 

this setting, graphical models play an important role in the identification of patterns and offer an intuitive tool 

to represent the multimorbidity network. Representing associations between variables as a graph, with each 

node denoting a disease and edges the relationships between them, provides an interpretable depiction of 

conditional dependencies. This study leverages a large dataset from a medical registry in the Padova province 

(Italy) to showcase how graphical models enhance our understanding of multimorbidity by revealing the 

connecting structure between variables. The initial phase involves identifying the associations' structure, 

followed by estimating the joint model associated with it, offering insights into the strength of these 

associations. Utilizing the estimated model as a foundation, we illustrate the possibility of clustering variables 

by identifying groups of highly interconnected sub-graphs. We also provide a sex-stratified analysis, to show 

how differences can influence both the structure and the strength of the associations. Finally, we integrate an 

analysis of outcomes measured in the following year, highlighting the incorporation of this approach into a 

comprehensive analytical framework.  
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Using data from the sixth wave of the World Value Survey and operationalising a  definition of national culture 

that emphasises both specific cultural traits and the inter dependence among them, this paper proposes a 

methodology to reveal the latent network  structure of every national culture and to measure the cultural 

distance associated with every  pair of countries as a Jeffreys’ divergence between copula graphical models. 

The two  components of this new measure of cultural distance show different correlations with  measures of 

geographical, historical, economic, and political distance among countries and  with the similarity in the 

topologies of the countries cultural networks. 
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2928 Danish men born in 1953 followed from birth  until age 65 years with information from several contacts 

throughout their lives. Primary  outcome is depression at early old age.  

Life-course data are common in epidemiology where individuals are followed  over time, and variables have 

a known partial temporal ordering. We propose a temporal  extension of the PC algorithm for causal discovery 

of the underlying life-course model from  observational data.  

We develop the temporal PC algorithm (TPC) for incorporating temporal  information in causal discovery with 

specific suggestions on how to use this when no oracle  property is available, and statistical tests are needed to 

evaluate conditional independencies to  learn the underlying causal structure. We propose a regression-based 

test as a necessary (not  sufficient) criterion for conditional independence. Further, we show how a sequence 

of  analyses with varying significance levels may be necessary to infer a “useful” life-course  model with high 

retention rates for edges in the inferred graph.  

Depression in early old age is found to be conditionally independent of all remaining  variables given 

information about depression history in adulthood. Thus, there is no benefit in  including childhood information, 

or other variables from adulthood, to understand why a  depression develops in early old age. No causal effects 

of birth weight or birth length that  span longer than youth are found. This is in contrast to myriad studies linking 

these factors to  diabetes, death from ischemic heart disease, and mental health outcomes. Conclusions: We 

developed the temporal PC algorithm to produce life-course models from  observed data. Information from the 

whole life course is considered jointly and allows for  exploratory model building. This facilitates building 

global models that can provide empirical  evidence about presence or absence of causal links between exposures 

occurring in different  periods. 
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In the era of digital plenitude (1), educational institutions face persistent challenges in aligning their  strategies 

with technological advancements, adopting a learning-ecosystem perspective. Following the  digital overload 

imposed by the pandemic, teachers consider technologies integration indispensable,  but their extensive use in 

schools has also triggered attitudes of resistance (2).  In this contribution, we aim to reflect on teachers' beliefs 

about the use, effectiveness and learning effects of digital, through the analysis of 898 responses to open-ended 

questions, collected through a questionnaire concerning digital learning ecosystems.  To automate the analysis 

of the open-ended responses, we adopt a Structural Topic Model (STM; 3).  STM, an extension of the LDA, 

integrates features from a correlated topic model and the sparse additive  generative topic model. The underlying 

assumption of STM remains that documents stem from a  combination of topics. However, the model permits 

correlations among topic proportions, enabling an  exploration of how both the prevalence of topics and their 

associated content may vary based on  covariates.  The first results concern: A) the identification of some 

themes that clearly fit with what the recent  literature highlights, including the interplay between digital 

education and early childhood, as well as  the pressing issue of teacher training in technology. B) the possibility 

of clustering teachers' postures  and attitudes according to their beliefs.  The utilization text mining techniques 

on prominent themes in educational research has provided  intriguing insights in the current context. On one 

hand, it has brought attention to the correlations  between resistance to technological innovation and 

uncertainties regarding the new professional skills it demands. On the other hand, the exclusively data-driven 

approach has facilitated the illumination of  certain latent aspects in teachers' perspectives, which may not have 

been as apparent in a question- and  context-driven analysis.   
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In recent years, the scientific production landscape has experienced a surge growth, evidenced by a 

notable  increase in the volume of scientific documents published.  

Currently, scientific documents are systematically indexed on bibliographic databases like Scopus and Web  of 

Science. Among these, OpenAlex stands out as one of the most recently use bibliographic database,  offering 

a free and open-source catalog of the global research system, with an impressive index exceeding  240 million 

documents.  

Within the domain of computational statistics, the article on Random Forest, authored by Leo Breiman in  2001, 

counts over 80.000 citations. The Random Forest algorithm, an ensemble learning method that  combines 

multiple decision trees to enhance prediction accuracy and mitigate overfitting. Bibliometric  approaches play 

a crucial role in analyzing huge volumes of scientific document data through the application  of mathematical 

and statistical methods.  

This study aims to comprehensively analyze the whole collection of documents that cited the Random 

Forest  article, by identifying the publication trends within different scientific research fields. Leveraging 

the  OpenAlex classification system with Concepts, we aim to focus on specific research domains 

and  applications where the Random Forest approach has been applied. Our objective is to delineate the 

trends  and contexts in which Random Forest has been cited, providing a nuanced understanding of its 

widespread  adoption. This exploration contributes valuable insights into the dynamic landscape of scientific 

inquiry and  application across the scientific domains.  
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Symbolic Data Analysis (see, e.g., (1)) provides a framework for the representation and analysis of 

complex  data, comprising inherent variability. That is the case when the entities under analysis are not single 

elements, but groups formed from the aggregation of the original statistical units. To this aim, new variable 

types have been introduced, whose realizations are not single real values or categories, but sets, intervals, or 

distributions over a given domain. This framework is of particular relevance in the analysis of official statistics, 

where the interest often lies in statistical units at a higher aggregated level, and where confidentiality issues 

prevent the dissemination and analysis of the microdata.   

In this work, we consider data where individual units, resulting from the aggregation of large amounts 

of  microdata, are described by distributions of numerical attributes. We propose parametric models for 

numerical  distributional variables based on the representation of each distribution by a central statistic, and the 

logarithm  transformation of inter-quantile ranges, for a chosen set of quantiles. Multivariate Normal 

distributions are  assumed for the whole set of indicators, with alternative structures of the variance-covariance 

matrix. This  model then allows for multivariate parametric analysis of distributional data. Applications to 

official data put  in evidence the benefit of the proposed approach in the context of official statistics data 

analysis.   
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Territorial fragilities in reaping the benefits of cohesion policies are partly due to  difficulties in allocating and 

spending resources by central administrations. The  efficiency of the allocative mechanism depends on planning 

and administrative  capacities of beneficiary local authorities, project peculiarities, socio-economic  dynamics, 

institutional characteristics, and the need for coordination among  authorities. This study focuses on delays in 

implementing projects for territorial  cohesion. The results reveal spatial concentration of delays in Italy's most 

fragile  areas, influenced by historical issues affecting Italian growth. 
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The European Commission states the definition of Nature Based Solutions (NBS) as solutions  "inspired and 

supported by nature, which are cost-effective, simultaneously provide environmental, social and economic 

benefits and help build resilience. Such solutions bring more, and more diverse, nature and natural features and 

processes into cities, landscapes, and in this context, this study aims to explore the relationship between NBSs 

and outreach tourism from the perspective of the younger generations. On the one hand, NBS may contribute 

to environmental, social and economic benefits and can increase proximity tourism in some areas; on the other 

hand, the younger generations are generally considered to be more sensitive to sustainability and sustainable 

actions and very interested in tourism and nature.  The methodology used included a demoscopic survey to 

collect data and reached 988 university students living in Turin.  

The results show that NBS initiatives are perceived by GenZ as important in terms of safeguarding and 

enhancing the cultural and natural heritage of the urban areas involved and can improve their tourism and 

recreational value.   

This research is particularly relevant because it can help institutions consider a new approach  to stimulate 

proximity tourism in and around the cities, enhancing NBSs as a possible  attraction for GenZs.  
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In the service industry it is important to integrate the analysis of service productivity to aspects related to service 

quality. In this work, focused on 30 Italian airline domestic routes, efficiency measurement methods are adapted 

to airline industry by including an indicator of service quality (3) represented by the average delay.   

The purpose of this study is to propose a novel efficiency evaluation approach that  incorporates both technical 

efficiency and service quality, adopted for evaluating the operational  performance of domestic routes in the 

airline industry.  

The operational performance of domestic routes is empirically evaluated by employing a Principal Component 

Analysis - Data Envelopment Analysis (PCA-DEA) model, thus overcoming the traditional DEA approach (2), 

to identify the most efficient airline routes.  

Incorporating PCA in DEA formulation allows to include several cost categories in routes’ performance 

evaluation without losing information (1). The addition of this service indicator in our analysis improves the 

understanding of the efficiency results registered among routes. The results show that 9 out of 30 units analysed 

are on the efficient frontier and that several routes are operating at a high level of efficiency.  

The proposed approach can assist decision-makers with the identification of sub efficient routes and pursue 

actions to improve levels of efficiency, such as potential closure of inefficient routes as well as opportunities 

for opening new ones.  
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Customer satisfaction in the rail transport sector is a critical element that can impact their subjective well-being, 

general quality of life (Erik Bjørnson Lunke, 2020) as well as the sustainability of rail networks.  

In this work we will try to investigate the factors that influence customer satisfaction in the  context of regional 

rail transport in Italy, which has been the subject of numerous studies over time;  however, there is a growing 

need for integrated approaches that consider sociodemographic variables,  usage patterns and infrastructure 

aspects to gain a more comprehensive and detailed understanding;  to do this we will try to answer the following 

question: "To what extent do variables such as the  transport use index, the gender indicator and the type of 

railway network influence the degree of  customer satisfaction in regional rail transport?"  

We will use a linear regression approach to explore the relationships between the degree of satisfaction 

(independent variable) and the dependent variables, including the transport use index, the gender indicator and 

the types of rail network.  

We expect that the analysis will reveal significant differences in satisfaction with the variables used in a 

standard manner.  

The contribution of this research could be important for railway operators and local authorities in order to 

optimize customer satisfaction and improve the quality of the service offered. Furthermore, it is expected that 

this investigation will help fill the current gaps in the integrated understanding of the key factors influencing 

customer satisfaction in the rail transportation industry. It is also intended to make a significant contribution to 

the existing literature by offering a comprehensive perspective on customer satisfaction in the context of 

regional rail transport. 
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Healthcare processes are complex, highly flexible, and multidisciplinary. Due to their individuality and 

specificity, the unstructuredness of these processes is reflected in the high variability of the logs data recorded 

when they are executed.   

Process mining (PM) techniques (1), control-flow discovery in particular, aim to extract valuable insights from 

event logs – describing the sequence of activities that were performed – to automatically construct process 

models.  The existing PM literature predominantly focuses on medical treatment processes 

andorganizational  processes (2). Medical treatment processes involve diagnosis, therapies, and treatments 

delivered to patients, while organizational processes focus on knowledge coordination among professionals, 

unit management, and patient scheduling.   Care providers are increasingly turning to systematic analysis of 

healthcare data to (re-)design processes, aiming to streamline care delivery, reduce costs, and enhance quality. 

Despite several process mining approaches that have been proposed in the healthcare domain, conducting 

process mining on process-unaware healthcare data remains an open challenge.   

The objective is to highlight the challenges associated with the application of PM analysis in the context of 

healthcare non-aware process data.   

We used MIMIC-IV dataset (3) as example of PM application to real-life healthcare data due to its public 

availability and its structure, which incorporates health data from various hospital sources, including emergency 

department data, patients’ vital signs, and inter-departmental transfers. To address specific care tailored to each 

disease, we focused on a cohort of patients with myocardial infarction as the primary hospital diagnosis. The 

complexity of the individual patients’ journeys is abstracted at an exploratory level, using PM methods, and 

focusing on hospital admissions, transfers, and the discharge processes.   

The results reveal a high complexity of the patient journey in the hospital,  reflecting the considerable variability 

present in healthcare non-aware process data. Further research is  necessary to enhance the comprehensibility 

of the process model in the healthcare domain.   
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In 2021, 25.6 million people living with HIV/AIDS resided in Sub-Saharan Africa (1). HIV is still a 

relevant  topic, which explains why 10 of the 17 SDGs include actions and targets which can aid the most 

affected  populations. The literature shows that geographical factors facilitate transmission, and living in 

high  prevalence communities significantly increases the probability of individuals to become HIV positive 

as  well (2). The aim of this preliminary study is to investigate geographical patterns of the prevalence of HIV 

in Zambia  and Zimbabwe, using data from the Demographic and Health Survey. Indeed, this survey provides 

both the  HIV status of respondents – determined by ELISA-type tests – and the geolocalisation of its clusters 

(of  households).  The data were used in a Bayesian hierarchical model within the framework of INLA-SPDE 

(3). These  models allow to model HIV prevalence at the cluster level – which is assumed to be continuous in 

an  underlying Gaussian field and with a Beta distribution. One model was estimated for each country, and  post-

estimation results were used to investigate geographical patterns of the prevalence of HIV. These  values are 

then represented in the maps, which show several hotspots along the borders particularly for  Zambia and 

Zimbabwe. Relevant hotspots are found in both countries, especially along the borders.  

The results may highlight the effect of seasonal migration across borders on HIV diffusion. Moreover, 

using  these methods could allow policy-makers to create programs that are measured to the people living in 

those  areas, thus taking ethnicities, religious backgrounds, and cultural practices of their residents 

into  consideration.  
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Biological age (BA) is the term used to name an estimation of an individual’s actual age, made up of age related 

biomarkers into a synthetic measure. BA and aging clocks (AC) have the potential to capture the actual aging 

process of the body and thus early detect process that may lead to the development of age-related  diseases, such 

as cardiovascular and metabolic diseases (1,2). Advanced statistical modelling may serve to properly estimate 

those measures (3); moreover, this branch of research represents an intriguing field that may serve to understand 

socioeconomic inequalities in health (4).  

The aim of this work is to evaluate different models to derive MRI-based AC for the heart and to assess 

the  effect of socioeconomic condition (SEP).  

Considering more than 39,000 subjects enrolled in the UK-Biobank (5) project for which MRI features 

were  available, the Klemera-Doubal (KD) formula (6), conventional statistical methods (i.e. PCA) and machine 

learning approaches (i.e. LASSO regression), were used to develop MRI-based AC. Performance of 

methods  was evaluated using the mean absolute error (MAE), plausibility of AC was assessed considering the 

range of  values obtained, the degree of deviation and the correlation with chronological age using the 

Pearson  correlation coefficient. Finally differences according to SEP assessed using independent sample T-

test.   

All methods resulted in AC significantly and highly correlated with chronological age (correlation values 

being between 0.6 and 0.8) and the MAE was lowest for KD and LASSO regression (3.5 and 4.9 respectively). 

For all AC and for both sexes the age gap (difference between AC and chronological age) resulted 

statistically significantly high among low educated subjects (p-value<0.001 for all).  

The use of proper statistical methods may drive the road for research in the field of BA allowing also 

disentangle the role of aging and SEP.  
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In emergency room (ER) settings, the intricate relationship between patient waits times and the accuracy of 

triage codes is pivotal for ensuring effective patient care and outcomes. Wait times denote the interval from 

when patients arrive at the ER to when they receive medical evaluation or treatment, whereas triage codes 

categorize patients based on the urgency of their conditions, guiding priority in treatment. The dynamic between 

wait times and triage accuracy critically affects both the quality of care and patient satisfaction levels. Research 

underscores a significant link between the duration of wait times and the precision of triage assessments in ERs. 

It has been found that roughly 50% of triage evaluations in emergency settings may be inaccurate (1). Properly 

identifying patients with high-urgency needs is crucial for safeguarding patient safety, while accurate 

recognition of low-urgency cases enhances ER throughput and reduces wait times (2). Additionally, evidence 

points to a direct correlation between shorter wait times and improved patient outcomes, highlighting the critical 

nature of prompt medical attention (3). The goal of this study is to propose a new approach for analyzing patient 

waiting times, with a particular focus on deciphering the impact of inaccurate code allocations. By examining 

the textual congruence among diagnoses associated with variably colored codes, we aim to reveal any 

discrepancies between the assigned diagnoses and the corresponding triage codes. To achieve this, the 

contribution utilizes data related to the patient flow from the Emergency Department of the Sant'Anna and San 

Sebastiano Hospital (Caserta). Through this approach, the research seeks not only to identify mismatches 

between diagnostic assessments and triage categorizations but also to propose solutions to enhance the 

efficiency and accuracy of emergency medical services. 
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During 2022, the energy crisis has emerged as a predominant subject in public discourse,  extensively covered 

across various media outlets. Social networks have played a pivotal role in this  context, providing individuals 

with a platform to actively engage in and contribute to the ongoing  debate. This study examines a collection of 

Italian language messages, shared on Twitter, to  comprehend platform users’ perceptions of the energy crisis 

and its related aspects. Our focus is primarily on identifying the most debated topics, achieved through the 

application of unsupervised  topic modelling. A total of five salient topics are identified and then categorized 

into themes,  including energy markets dynamics, Ukraine crisis, energy supplies, Italian politics and 

household  energy consumption. 
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This research paper presents the patented Francybas smart stick for forest safety featuring an auger to conduct 

undergrowth sampling for fire prevention. Francybas thanks to the use of appropriate environmental and 

tracking sensors favores the recording of routes taken by users and the related discovery of new trails through 

data analysis techniques. The same principles, thanks to green recharging systems can be used to carry out 

dispersed detection. Furthermore, thanks to its drilling properties, the same stick can be used to dispense 

territorial seeds, preserving and promoting the protection of biodiversity.  
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This research paper recounts the design and implementation of a new blockchain called "All in Chain" applied 

to certified document destruction bins (patented) called Tekbin. This revolutionary "permissioned-consortium" 

approach sees through the Go-ethereum (aka Geth) client the implementation of a real model that guarantees 

integrity and transparency about activities provided by Tekbin smart bins. Thus, a revolutionary approach that 

sees the potential of  Rpi in synergy with Arduino and the simplicity of permissioned distributed blockchain 

being exploited following the perspective of sustainable software engineering that sees optimizing energy 

consumption and exploiting the potential of the permissioned-consortium approach as a  real revolution to be 

applied in multiple cases. Through the analysis of the collected data (OLTP) and the number of ledger bins, it 

is also possible to set up a mathematical evaluation of the blockchain's assurance performance, thus avoiding 

evasive cases and providing for external feedback to the user regarding the veracity performance of the data in 

it.  
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In statistical models analysts are interested in both predicting the response variable conditionally on a  set of 

covariates, and in understanding which covariate contributes the most to the variation of the  response (1). In 

the Machine Learning (ML) literature, a clear distinction about the predictive and the  explanatory purposes is 

generally made (2). Still an active area of investigation is to test whether a ML model, that by construction 

pursues predictive purposes, can also give some information about the data  generating process. Achieving this 

extra bit of information would improve the interpretability of ML  algorithms, that is crucial when such models 

are used, for example, for variable selection (3). The purpose of this work is to apply global sensitivity analysis 

(GSA) (4) to  ML to explore (i) whether we confirm findings of standard ML feature selection algorithms, (ii) 

whether any algorithmic improvement is obtained (e.g. in term of speed of computation), and finally (iii) 

to  explore whether we improve the interpretability of the results. We propose an algorithm based on 

GSA  approach to rank regressors in terms of their importance in a random forest model (5). The 

approach  makes use of a global sensitivity measure to act on binary variables (triggers) that activate the 

presence  / absence of features. Then, an estimator of the total sensitivity index (6) is computed to obtain the 

new  variable importance. Numerical experiments on simulated data shows that for some particular 

data  generating process our approach rank the explanatory variables according to the data generating 

process  itself. A comparison with other ML methods is explored in terms of difference of ranks regressor. 

The  proposed approach is promising. When the interest of the researcher is to employ a ML method to 

make  conclusions in terms of data generating process, the GSA instrument applied to ML methods can help  in 

interpretability of results.  
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This presentation explores the innovative use of generative artificial intelligence in providing detailed cluster 

descriptions derived from psychographic cluster analysis. By applying advanced artificial intelligence models, 

we will illustrate how generative artificial intelligence can improve the understanding of the distinctive features 

within individual clusters, offering an in-depth and nuanced perspective especially useful for communicating 

clustering results. Case studies derived from applications to micro-marketing, CRM and hyper-profiled 

communication problems will be presented, in order to highlight the effectiveness of a specific way of 

generating prompts for requests to AI tools. The work will tend to highlight the potential for integration between 

psychographic analysis and emerging technologies for a more complete and detailed vision of diversity within 

natural groups defined and studied starting from psychographic investigations. The reference statistical 

methodology is that suggested by L. Lebart in 1989 (4), in reference to the "thémascope" approach typical of 

the French strategy of data analysis applied to large surveys. 
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Radiomics in oral cancer, particularly in the case of oral tongue squamous cell carcinoma (OTSCC), involves 

advanced imaging techniques combined with machine learning models to extract a vast number of features from 

MRI images. These features can range from the shape and size of the tumor to more complex textural and 

wavelet features. The process begins with image acquisition, typically using T1-weighted and T2-weighted 

MRI, followed by meticulous segmentation of the tumor area by expert radiologists. Preprocessing steps are 

applied to ensure uniformity across images, such as denoising, correction of intensity non-uniformities, intensity 

standardization, and voxel size resampling. 
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One Digital Health (ODH) proposes a unified framework for future health ecosystems (1). The current approach 

to health, which separates human health, animal health, and the management of the surrounding environment, 

is outdated and ineffective. ODH introduces a novel approach that takes into account the interconnectedness of 

these three areas. 

The One Digital Health framework is built around two keys (One Health and Digital health), three perspectives 

(individual health and well-being, population and society, and ecosystem), and five dimensions (citizens’ 

engagement, education, environment, human and veterinary healthcare, and Healthcare Industry 4.0). It aims to 

transform future health ecosystems by leveraging digital technologies, which can help us collect and analyze 

data more effectively, thus leading to better health outcomes – for example, digital technologies can help us 

track disease outbreaks in real-time, which can help us respond more quickly and effectively. 

 The overarching goal of One Digital Health is to digitally revolutionize future health ecosystems by 

implementing a systemic health and life sciences approach. This approach is meant to allow future generations 

of health informaticians to navigate the intrinsic complexity of novel health and care scenarios within digitally 

transformed health ecosystems. In this evolving landscape, citizens and their health data assume a pivotal role 

in managing individual and population-level perspective data. The primary challenges involve fostering 

efficient interactions and delivering near-real-time, data-driven contributions in systems medicine and systems 

ecology by bridging One Health and digital health communities. Digital health literacy is imperative, 

encompassing the capacity for understanding and engaging in health prevention activities, self-management, 

and collaboration in systemic, ecosystem-driven public health and data science research. Within a robust One 

Digital Health ecosystem, individuals must adopt an active and robust approach via the implementation of 

FAIR-compliant ODH Interventions, to prevent and manage health crises and disasters (2,3). 
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The purpose of the present study is to investigate the opinion of medical and healthcare professionals regarding 

the implementation of artificial intelligence (AI) in the hospital, surgical, and sociomedical settings. This was 

achieved by studying the causal relationships hypothesized within the family of validated models known as the 

Unified Theory of Acceptance and Use of Technology. These models are designed to explore the degree of use 

and acceptance of a new technology when it is introduced in a work setting. To achieve this goal, a survey was 

conducted targeting a specific sample, the medical personnel associated with S.I.C.A.D.S. (Italian Society of 

Ambulatory Surgery and Day Surgery). Through the administration of a survey, latent constructs believed to be 

determinants of AI use in healthcare were studied, and through the use of the Partial Least Squares - Structural 

Equation Modeling (PLS-SEM) model, these constructs were measured, and theoretically hypothesized causal 

relationships were estimated. Regarding the opinions of healthcare professionals, openended questions were 

used to collect qualitative data. Thus, the research objective was achieved by following a two-step strategy: 

first, by estimating the causal links underlying the factors that determined the acceptance of AI, followed by 

analyzing the textual content of the questionnaire through text-mining techniques. In particular, the Polarity 

Detection technique was employed to determine whether the opinion on AI was positive or negative. Next, the 

sample was divided according to the polarity of opinion on AI, and a multi-group analysis (MGA) was 

performed using the PLS-SEM-MGA model to investigate any significant differences in model coefficients 

among users with differently polarized opinions. The research identified significant considerations, particularly 

in contexts where AI is considered to be particularly effective, such as the diagnostic pathway, the clinical and 

surgical pathway, and patient monitoring and follow-up.  
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With this contribution we look at how TikTok’s templates and algorithmic logics are incorporated into users’ 

everyday practices of content production as well as of interaction within the platform itself. In doing so, we 

analyse how TikTok’s architecture prompts practices of ephemeral consumption, here intended as forms of 

ephemeral digital consumption (rather than other forms of fast-paced and temporary consumption, such as fast 

fashion). By mixing hashtag analysis, sound analysis, and the visual analysis of TikTok videos, this contribution 

illustrates how platform affordances can stimulate the emergence of ephemeral consumption practices. By 

focusing on one TikTok challenge, the #shoechallenge, results show that ephemeral consumption on TikTok is 

characterised by: a) the ubiquitous display of consumption; b) the limited temporality of video clips; c) the 

situational nature of users’ performances; and d) the attempts at attention-seeking in an algorithmically mediated 

and memetic platform. 
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This paper looks at the 'creator economy' to develop the concept of a Chinese digital form. We define a ‘digital 

form’ as a set of affordances and practices that have consolidated around digital technologies as a result of 

nationally specific trajectories of development. The Silicon Valley digital form was built on an alliance between 

financial capital and consumer interests and centred on the practice of branding or ‘Instafame’. Tiktok instead 

derives from a Chinese trajectory of platform development. It is part of a digital form that promotes more 

industrious creator practices and that replaces the branding logic of social media publics with a ‘despotic’ 

management of tastes and preferences through algorithms and AI. Such industrious and despotic qualities have 

deep roots that can be traced to the dynamics of Chinese market transition as well as possibly further back to 

reflect aspects of classical Chinese political economy. 
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TikTok, a rapidly growing social media platform, is popular for its short videos, especially among the younger 

generation. It’s often referred to as a ‘meme machine’ due to its emphasis on mimetic repetition over individual 

creativity. The platform’s algorithm is known for its remarkable adaptability to user preferences. Unlike 

Instagram, the content users see on TikTok is primarily based on their interactions with the app, not their social 

network or hashtags. This creates an experience of interacting with an algorithm that provides ‘content without 

context’, rather than a community of users with shared interests. Researchers can collect and analyze TikTok 

data using the official research API, browser extensions, and web- scraper tools. However, these tools struggle 

to map the unpredictable and ever-changing TikTok user base without social anchors like follower networks or 

hashtags, which are common on platforms like Instagram. To overcome this challenge, we developed a 

methodological strategy within the digital ethnography approach. Our focus is on studying the digital micro-

entrepreneurs in Naples. We call this strategy the “Machine Habitus as method”, inspired by Airoldi’s study on 

the algorithmic mechanisms that link humans with artificial social agents. By continuously interacting with the 

platform and providing it with specific feedback, we can guide the algorithm to present us with content that is 

relevant to our research. This method not only enhances our understanding of this specific demographic but also 

provides a blueprint for studying other social phenomena on TikTok.  
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Viral phenomena are a crucial subject of study across various professional domains, spanning both humanities 

and sciences, and serving diverse purposes. This work aims to map the trajectory of a viral trend on TikTok, 

specifically focusing on second-hand and vintage content. These contents prove to be contemporary and 

essential, particularly from a socioeconomic perspective. Our study takes into consideration the public of users 

particularly interested in vintage and second-hand clothing, which deploy these trends to showcase their 

uniqueness and environmental consciousness. The platform examined represents the most recent generation of 

social networks, where an audience with new social dynamics and affordances is emerging. The well-known 

field in which we operate is based on the industrious production of content and social innovation. These 

dimensions emerge from the analysis of the Key Performance Indicators (KPIs), which highlight the importance 

of specific parameters for a particular video or video group. The methods adopted is the dynamic factorial 

analysis, this incorporates multiple procedures aimed at observing the temporal development of the viral 

phenomenon. The technique involves, firstly, a principal component analysis with a synthesis measure to 

represent the case plane, alongside the classical visualization of the factorial plane of variables. Subsequently, 

a linear regression is employed to observe variable behavior over time. This comprehensive analysis provides 

insights into the intricate dynamics of viral trends on TikTok, offering a nuanced understanding of their temporal 

evolution and impact. 
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Scopus indexed articles metadata, CESSDA Datasets metadata available in CESSDA Data Catalogue Data reuse 

is a topic of growing importance in research. This is also true in social sciences, where sharing practices and 

reuse are less common than in other disciplines. The data reuse constitutes a main purpose for the data archives, 

that consider it also as a key performance indicator. However, identifying the reuse is currently difficult, due 

the lack of automatic tools and suitable procedures to do it. 

The purpose of this study is to track the reuse of datasets stored in social science data archives and cited in 

scientific publications. The case is focused on two important data archives: GESIS and UK Data Service, both 

joined to the CESSDA infrastructure. 

We identified data reuse by tracking cited data in the scientific publications indexed by Scopus, using references 

metadata and persistent identifiers. We described most reused data, through their metadata retrieved by 

CESSDA Data Catalogue and the features of citing publications. 

We confirm some critical points in the discovery of data reuse and suggest some solutions to improve it, that 

involves the whole scientific community. 
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DASSI is the new Italian Service Provider of CESSDA (Consortium of European Social Science Data Archives) 

ERIC. Its main purposes are the acquisition, preservation and distribution of data for research, following best 

practices and common European standards. Its activities support and promote the adoption of Open Science and 

FAIR (Findability, Accessibility, Interoperability, and Reusability) principles in the social sciences, including 

through training and dissemination activities. 

Starting with an introduction to DASSI in the Italian context, the paper will focus on the challenges posed by 

the availability of new data sources and computational social sciences in terms of data curation and preservation. 

In this context, the role of DASSI, together with other Research Infrastructures (RIs) such as SHARE, RISIS, 

GUIDE and GGP, within the FOSSR (Fostering Open Science for Social Research) project will be discussed. 

The aim of the project is to create a network for harnessing innovation across RIs, with the aim of creating an 

Italian Open Science Cloud to facilitate remote access to high quality social science data, respecting the FAIR 

principles and interoperability standards. It aims to foster the use of high quality data among researchers and 

non-academic users by providing expertise, tools and services for data collection, analysis and harmonisation. 

Other initiatives include training new researchers, establishing distributed data centres, empowering decision-

makers through policy-oriented meetings and creating a sustainable governance model. This comprehensive 

approach underlines the network’s commitment to advancing research on economic and societal change, while 

ensuring its long-term viability beyond project completion. 
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In the presentation, we will discuss how European social science data archives (primarily those 

associated in CESSDA) have been colaborating on immediate solutions and later on tools that can 

contribute to management of pandemics, such as Covid19. After the COVID19 pandemic broke up, 

social science data archives have been able to adapt their operations to the pandemic and, in addition, 

under the coordination of CESSDA, have begun to actively contribute to making data relevant to 

epidemic management available. Since 2021, CESSDA has been participating with some member 

archives in the BY-COVID infrastructure project, which is developing tools for making data relevant 

to the management of the COVID pandemic19 (and management of future pandemics) avaiable under 

FAIR conditions. The presentation concentrate on various issues connected with CESSDA reaction to 

pandemic. 

There are several challenges CESSDA faces here. One of them is interdisciplinarity (e.g. colaboration 

with disciplines using different metadata standards, expecially medical sciences and life sciences), data 

management of new data or sensitive data. Descriptive case study, using documents analysis and 

interviews analysis have been descripted. 
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Open science is a rich source for a variety of knowledge intensive tasks such as the analysis, exploration and 

discovery of research trends and dynamics, such as [1]. A clear example is the discovery of career trajectories 

and mobility. Unfortunately, open science is still far from delivering research artefacts and data in machine-

understandable formats. In the context of the project Fostering Open Science in Social Science 

Research1(FOSSR) we are currently experimenting with the creation of a comprehensive semantic knowledge 

graph (3) (KG) consisting of an ontology and linked open data. Such a KG is built on top of two datasets: (i) 

the collection of doctoral thesis managed by the Italian National Library of Florence and Rome; and (ii) 

CercaUniversità2. Both datasets are multidisciplinary as they cover all scientific areas.  

The construction of the KG is based on an extension of eXtreme Design [2] (XD) that involves: (a) designing 

an OWL ontology for formalising a shared understanding over the domain that can be user as reference language 

for modelling data; (b) employing advanced data cleansing and preprocessing techniques to mitigate the issues 

of noisy and non-standardized data sources; (c) implementing deduplication algorithms and normalisation 

processes to ensure the integrity and uniformity; (d) tackling the complexity of linking entities across multiple 

sources by leveraging sophisticated entity resolution techniques based on deep learning; (e) generating linked 

open data.  

The resulting KG harmonises and aggregates data that were previously noisy and non-standardized, e.g. missing 

or incorrect information, same type of information available into different fields, etc.  

The FOSSR project aims at building the Italian Open Cloud in the Social Sciences. Hence, KG is a breakthrough 

in the realisation of the knowledge layer of such an Open Cloud.  
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In a recent work (1), the foundations are laid for an effective interaction between traditional information and 

data from unstructured sources. The paper emphasizes, within the context of public policy evaluation, the need 

to organize information according to the SIS scheme and to use the ADSS as a control panel to verify the 

coherence of signals from various subsystems. Specifically, in the perspective of enhancing unstructured data 

or more generally complex data, it is suggested to use the electronic invoice exchange as an example of advanced 

monitoring, with characteristics of territorial granularity and temporal timeliness. 

In the specific context of tourism, it is proposed to use both structured and unstructured sources that collect 

tourists' feedback regarding their stays, specifically Channel managers and OTAs. The use of such information 

will enable the profiling of non-seasonal tourists, a segment of particular interest both from the private side (for 

adapting the offer) and from the public side, which, through this activity, could decide whether and how to 

invest in deseasoning. This new function, managed through ADSS (prediction of tourist flows by type of 

tourism) will then be cross-referenced with the macroeconomic subsystem, providing estimates of sustainable 

tourists derived from the Garau El Meligi model (2). This way, it would be possible to make the interaction 

between traditional tools of macroeconomics and the opportunities offered by the intelligent processing of data 

effective, as the data would be valued for its dual utility – for the private sector as a tool to adapt the offer and 

for the public sector to plan and stimulate the evolution of demand. 
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Since the late 1970s, a considerable body of literature on tourism has focused on customer satisfaction rom 

different perspectives and for different purposes (3). Most satisfaction studies are based on expectation and 

perception models, cognitive evaluation, congruity and equity models, and perceived overall performance (8). 

The expectation and perception models proposed by Oliver’s (7), which expresses consumer satisfaction as a 

function of expectation and expectancy disconfirmation, is one of the most used in the definition of tourism 

satisfaction (TS). Following this model, Truong and Foster (10) have defined the TS as “the difference between 

expectations and perceived performance, and the “fit” between tourist expectations and host destination 

attributes” (10). Similar definitions are proposed by other researchers (see for instance, 9, 2). Moreover, same 

researchers have underlined the necessity to investigate the TS taking into account different aspects. For 

instance, Yüksel and Yüksel (11) have stated the TS can be evaluated taking into account three different levels: 

the Product-service level satisfaction, which refers to individual product-service experiences delivered by a 

single organization in the production chain; the Dimensional level satisfaction, which is obtained summing the 

satisfactions derived from individual products and services within the given component of tourism; finally the 

Total satisfaction, which is obtained summing together the individual products-service level satisfactions and 

dimensional level satisfactions. 

Positive results in terms of tourism satisfaction influence the development of a destination and the profitability 

of private businesses, stimulating tourist expenditure, repeat visits, positive recommendations, and reputation 

enhancement. Consequently, measuring tourism satisfaction and its determinants becomes crucial for 

policymakers and managers. Several empirical studies focus on these issues following both qualitative and 

quantitative approaches. Among these, recently, increasing interest has emerged in measuring customer 

satisfaction directly or indirectly from online reviews with various scopes and methods (12). This study aims to 

contribute to this recent line of study by investigating information contained in online customer reviews (e-

WOM) in the form of text and scores. The main goal is to understand which is the within-regional variation 

(Coastal and Inland Tourism) in TS in Sardinia through Online Review Analysis using natural language 

processing. More in detail, the purpose is to understand if there are differences in topics used by customer 

reviewers in their online review, and how these differences impact customer satisfaction between coastal and 

inland geographical areas. At this scope, after investigating each topic's impact on the Sardinian region's 

customer satisfaction level, we split the dataset into two sub-samples: one related to the destination located in 

the coastal area, the other in the inland (meant as the central area of Sardinia). Online customer reviews are 

retrieved from TripAdvisor platforms and related to activities, attractions, and services. 

To retrieve and process data from the web, we apply a new method recently proposed by Ortu et al. (8). This 

method, called TOpic modeling Based Index Assessment through Sentiment (TOBIAS), allows modeling the 

effects of the topics, moods, and sentiments of the customers’ comments describing a phenomenon, such as the 

perception of the quality of a service, over the level of satisfaction expressed by customers. This method's 

novelty relies on the combination of natural language processing and causal inference to explain customers’ 

assessment of a phenomenon. TOBIAS is built by combining different techniques and methodologies. Firstly, 

Sentiment Analysis identifies sentiments, emotions, and moods, and Topic Modeling finds the main relevant 

topics inside comments. Then, Partial Least Square Path Modeling estimates how they affect an overall rating 

that summarizes the performance of the analyzed phenomenon. 



 

   
 

 
 

150 

Since coastal and inland tourism present specific characteristics, we expect to identify differences in topics and 

impact on satisfaction levels among these two geographical areas by customers. Result are then interpreted. Our 

contribution is threefold: first, we contribute to tourism literature on customer satisfaction; second, we 

contribute at the statistical level proposing a new model for analyzing consumer satisfaction; finally, we 

contribute at the level of policymakers through the interpretation of results by offering strategies to be adopted 

for the tourism destination. 
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This paper aims to analyze the potential of a new Big Data source for the tourism sector based on predictive 

analytics, and the tools that enable its usability. In the context of the pandemic, the limitations of official data 

sources have been highlighted by the need to have access to real-time data, capable of providing not only 

detailed but also prospective. The present study focuses on the Travel Data Lake, an innovative project that 

centralizes the forecast data of the Zucchetti Group's Booking Engines. Through the dashboard Destination are 

processed and analyzed an average of thirty million searches for overnight stays per day, which come from a 

sample of about twenty thousand accommodation facilities Italians. The paper examines three application cases: 

the reaction of tourism demand to the Ischia floods, the effectiveness of the Unexpected Italy advertising 

campaign, and the use of predictive data. The results show that real-time data were able to fill an information 

gap on demand reactions to external events, provide a rapid market response to the effectiveness of a marketing 

campaign, and enable planning and programming of tourism supply at all levels, from individual hoteliers to 

land management organizations. In summary, the work demonstrates how the use of real-time data can be a key 

opportunity for the tourism industry, enabling greater effectiveness in planning and managing tourism offerings.  
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In 2022 and in the first six months of 2023, not only in the air transport, strong tensions were reported, with 

significant increases in transport prices and marked fluctuations, with no comprehensible reasons. Although the 

exact determination of the causes for such behaviour on the part of the airlines has remained unsubstantiated, 

there is a widespread belief that it depended on the systematic use of highly sophisticated mathematical tools 

for calculating the charge, with algorithms. The Italian legislator declared his conviction that he had to correct 

imbalances originated by the epidemic situation and increased by the use of Algorithms. The Law No. 136 of 

2023, which converted the Decree - Law No. 104 of 2023, refers all initiatives to the Italian Competition and 

Market Authority, which "ascertains that the algorithmic coordination of fares practised by airline companies 

in the aviation sector facilitates, implements or in any case monitors an agreement restrictive of competition, 

even if pre - existing, or ascertains that the level of prices set through a revenue management system constitutes 

an abuse of a dominant position". Therefore, on the one hand, the rule has a general object and concerns the 

entire national territory and, on the other hand, it dwells on “algorithmic coordination”. Thus, there has been a 

shift from an intervention on the use of algorithms as an intrinsic factor of potential risk to a view of their 

significance for the preservation of the competitive structure of the market. The subject of territorial continuity 

appears incidentally, since the Guarantor Authority may consider the fact that illegitimate conduct is "practised 

on national routes connecting with the islands", "during a period of peak demand linked to seasonality or in 

conjunction with a state of national emergency", and leads "to a sale price of the ticket or accessory services, in 

the last week prior to the flight, that is more than two hundred per cent higher than the average fare of the flight". 

These factors are always relevant in relation to agreements restricting competition or forms of abuse of a 

dominant position and, therefore, in connection with the distortion of the competitive structure of the market. 

Thus, the interventions on the use of algorithms have a declared procedural slant and are linked to the overall 

assessment of the market structure, with a planned intervention by the Italian Guarantor Authority, intended to 

promote an orderly flow of flights to the islands and, more generally, competition on all domestic routes. In this 

perspective, the so - called profiling and the automated analysis of the "type of electronic devices used for 

bookings" take on importance, in a broader examination of the operators' behaviour. 

The same Authority has launched a survey in 2023, aimed at verifying the spread of algorithms in so - called 

revenue management systems used by airlines, with the dual objective of assessing the possible distortion of 

competitive dynamics and the possible prejudice for consumers in terms of chances. Moreover, the 

Authority has also recently raised questions relating to the determination of air fares, and has not itself identified 

any infringement, in particular the existence of restrictive agreements. 

The issue suggests a broader reflection, with regard to other sectors of tourism; we can think of the hotel where 

the use of pricing procedures based on user profiling is imagined, especially with regard to the resourses of the 

customer. Perhaps the investigation can focus on consumer protection, regardless of whether there is a real 

change in competitive dynamics. The point is to assess whether these pricing mechanisms are unfair commercial 

practices, with possible recourse to the safeguards provided by the Consumer Code. 
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Today tourism is considered an increasingly strategic sector and, compared to many others, it is very complex, 

dynamic and constantly evolving. Hence the need to fully understand the phenomenon, quantify it and outline 

it. There is an increasingly felt need to have up-to-date and timely information, which is at the same time 

comparable and methodologically valid. 

To date, the search for more timely and economical information sources compared to traditional sample surveys 

is acquiring ever greater importance in tourism statistics. Amid these challenges, more and more new forms of 

measuring tourism activities are emerging in recent years (3). We are talking about big data, extremely large or 

complex data sets that can be tracked digitally (2); (1). The advent of big data, in fact, revolutionizes the world 

of official tourism statistics. Big data for tourism can also provide important information, not only on the 

collective behaviour of tourists, but also on the relationship between places, objects and people. They can open 

up new analysis perspectives with a greater level of detail, such as the temporal dimension and timely 

monitoring of data on the territory. 

This work provides an overview of different sources of big data and their potential relevance in tourism 

statistics. The opportunities and risks that the use of new sources can create will also be presented. 
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In the context of the transition towards sustainable tourism, acquiring an in-depth understanding of the central 

role of demography becomes essential. Demographic changes, albeit gradual, shape the workforce structure, 

influence available income levels, define the contours of the pension system, and reflect changes in health, daily 

activities, and consumption choices across different generations. Demography, as an analytical tool, offers the 

chance to observe the current social structure, predict future dynamics and assess the sustainability of emerging 

trends. 

Within the specific context of the demography of tourism, this study aims to explore the main demographic 

trends and analyze their impact on the dynamics of tourist demand, service offerings, and human resource 

management. Using official national and international data sources, the presentation highlights how 

demographic changes can represent both opportunities and risks for the future of tourism. Among the key 

evolutions, some major determinants shaping leisure time and tourism include the overall increase in life 

expectancy and healthy life expectancy, the shrinking size of households, and the emergence of new family 

structures, along with the growing proportion of individuals with a high level of education and changes in 

migration patterns. 

Finally, based on the emerging data and key theories guiding tourism demography, the presentation outlines 

some potential implications of ongoing demographic changes for the touristic sector. It emphasizes relevant 

application areas and underscores the need for flexible, market-oriented strategies to maximize attractiveness 

and satisfaction across various market segments. 
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People with disabilities represent a significant and undervalued niche of the tourism industry, which is bound 

to increase in the coming years, due to increasing life expectancy and population ageing. Disability is indeed a 

highly age-related phenomenon, whose extent increases more than proportionally with age. Approximately 15% 

of the world’s population features at least one disability. In Italy, about 5.2% of the population faces severe 

limitations in carrying out daily activities, while 16.4% faces moderate limitations (ISTAT, 2021).  

Tourism participation opportunities of these consumers depend crucially on the existence of tourism goods and 

services that meet their needs in a destination. These ensure that transport, accommodation and attractions, such 

as larger rooms, adequate lifts, equipped bathrooms and specific staff training. The lack of these tourism goods 

and services raises barriers to tourism participation for people with disabilities (i.e., environmental, economic 

and informational barriers – from now on EEI barriers). These EEI barriers affect their choice on the tourism 

good by inducing a self-selection problem. This problem may generate a biased measure of their probability to 

participate in tourism. Starting from this consideration, the aim of the study is twofold. Firstly, the theoretical 

impact of barriers on tourism choices of a person with disabilities and how their existence can generate a self-

selection problem are shown. Secondly, the role of social capital in reducing those barriers is investigated. To 

verify and address these issues, a Heckman selection model is employed using microdata on the Italian 

population. The results show the importance of social capital, via bridging and linking networks, in reducing 

the barriers to tourism participation.  
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Although tourism can undoubtedly be considered a geographical phenomenon, research in the discipline only 

emerged in the wake of the evolution of systemic approaches in the social sciences in the Seventies-Eighties, 

towards broader explanatory investigations. These studies increasingly focused on the territorial organization 

of societies, as well as on environments, landscapes, cultures, and the material and immaterial construction of 

leisure places, narratives, and tourist imaginaries. This shift led to reflections on the spatial impact and 

consequences of tourism activities. With changes in research methods and the enrichment of a vast and 

articulated production, the Geography of Tourism has not only seen the emergence of new themes but also the 

establishment of a new approach. Particularly, the possibility to integrate cartographic sources and statistical 

data, field-collected data, and those derived from satellite or aerial imagery, effectively undermined the rigid 

dichotomy of research methodologies (idiographic approach and inductive method/nomothetic approach and 

deductive method) in geographic research in general and, consequently, in tourism studies as well.  

Initially considered merely as a technical-informatic support, GIS (Geographic Information Systems) has 

become a fundamental skill among the new generations of geographers, aiming to promote territorial studies 

with a project-oriented dimension focused on sustainability, circular economy, enhancement of cultural and 

environmental heritage, and eco-compatible use of local resources. After considering the evolution of the 

discipline’s relationship with tourism and reviewing the main scientific paradigms, this contribution focuses 

precisely on the impact of Geographic Information Technologies, examining some types of GIS applications – 

and the related investigation methods of the tourism/territory relationship – that have increasingly spread since 

the mid-Nineties. These include the transition from statistical reports to digital cartography in the analysis of 

flows and receptivity, the creation of layers (informational strata), and their overlapping for the spatiotemporal 

analysis of a tourist system, and the development of projects (with WebGIS) for the construction of cultural 

itineraries and towards a smart tourism perspective. These different methods offer ways to read, interpret, and 

promote places, with Geography continuing to prioritize attention to how the phenomena under investigation 

interfere with space or create new spatialities compared to other social sciences. 
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In this paper, we used Bayesian natural language processing methods to collect and analyze a large  corpus of 

111,411 eprints submi<ed to the arXiv repository between 1994 and 2022 under categories  of the StaCsCcs 

group (the first classificaCon level of eprints on arXiv). We aim to invesCgate the extent  to which Machine 

Learning has contributed to changing staCsCcs as a discipline, i.e. whether the  advent of these techniques has 

brought about a genuine paradigm shiM, replacing old problems with  new ones, or whether the revoluCon 

should actually be sought elsewhere. Science is a metastable  state. A metastable state describes a phase in 

which an energy barrier must be overcome before this  phase can be transformed into a phase with lower free 

energy. Using this metaphor, we can describe  the progress of a scienCfic discipline as the accumulaCon of 

knowledge that makes it possible to  overcome a conceptual or computaConal barrier that has prevented the 

soluCon of certain problems  and to reach a state in which the effort required to solve these problems becomes 

less because of the  new knowledge. Old problems are not solved, but simply set aside, and new quesCons 

become  interesCng for the majority of researchers in a scienCfic community. Regardless of whether one 

agrees  or disagrees with the view of science based on these paradigm shiMs, we can conclude, based on 

the  textual analysis of the published preprints, that the only real paradigm shiM that has taken place so far  for 

staCsCcs as a scienCfic discipline in its enCrety is the Bayesian revoluCon that started in the early  1990s.  
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The health of a region and its appeal to tourists are primarily measured through demographic 

indicators.  Structural issues such as low birth rates, high aging populations, and the onset of a mature 

demographic phase  affect most advanced economies. Our research provides indicators for evaluating the 

sustainability of the  tourism sector, which are linked to demographic indicators. The study analysed the 

relationships between the  tourism industry and demographic indicators, with a focus on the indicators of goals 

9, 11 and 12 of the SDGs.  The aim was to highlight the positive economic opportunities that the tourism 

industry creates at a regional  level in Italy.  
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Nowadays, the problem of taking actions in areas showing particular deficiencies has become more and 

more  important for the government agencies. Official statistics and agencies in general require reliable 

estimates of  socio-economic quantities of interest, such as poverty or unemployment, in order to allow political 

and  economic decision makers to adopt appropriate interventions. However, some subpopulations may be 

difficult  to observe and the lack of suitable data in areas with limited number of units has sharpened this 

problem.  
Small area estimation techniques try to overcome this issue. In particular, area-level models exploit 

the  information coming from a direct estimator of small area means or totals. Direct estimators arise from a 

sample  design to which a sampling error is typically associated. Existing surveys are not always planned 

for  disaggregated territorial levels, thus data may be limited, leading to small precision of the estimates. The 

direct  information is then combined with a model-based synthetic estimator in order to have more robust 

results.  Within the class of area-level models, the Fay-Herriot model is the most popular.  
We make use of INVALSI test scores as a direct estimator in order to asses learning gaps across Italy. 

In  addition, we take advantage of some auxiliary variables at the specific area level. The general Fay-

Herriot  estimator is a convex linear combination of direct and synthetic estimators, with a shrinkage factor 

regulating  the weight associated to them.   
We propose a Bayesian hierarchical model in order to estimate the model parameters. We also propose 

a  strategy to scale direct estimators to smaller territorial levels with an additional level of hierarchy. 

The  additional layer allows to smooth the variance estimation and have more accurate estimates.  
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The interaction of people with social networks, smartphones and other technologies produces a 

significant  amount of data. Specific technologies, such as the Internet of Things and Big Data Analysis, are 

essential tools  for transforming traditional cities into Smart Cities. Six recognised operational areas are pillars 

for the  development of smart cities: smart economy, people, governance, mobility, living and environment. 

Models  that combine these operational areas are useful to reveal the level of smartness of a city.  
European governments acknowledge the significance of utilising tools to arrange urban services according 

to  citizens' needs, mobility, and environment. Along with data automatically provided by the devices people 

use  daily, information can also be collected through sample surveys to obtain citizens' opinions. When 

combined  with technological data, preliminary operations are required to identify the subjective information 

that interacts  the most with objective data.  
This article utilises data from the 2019 European Social Survey (ESS), a cross-national survey conducted 

for  academic research purposes, to test a valuable methodology. The primary objectives of the survey are 

to  monitor and interpret changes in public attitudes and values across Europe, improve cross-national 

survey  measurement methods, and develop a set of social indicators.   
Round 8 of the 2019 ESS covered 23 countries, including EU member states, Switzerland, Israel, and 

the  Russian Federation. Rigorous methodologies were used to gather information and opinions from 

44,387  European citizens, resulting in over 400 variables.   The main aim is to identify the variables that are 

important for joint analyses with other data, such as regional  economic indicators, in this stream of information. 

It is worth noting that statistical inference methods are not  applicable to Large and Big Data. Therefore, we 

tested multivariate statistical methods, including Categorical  Principal Component Analysis (CatPCA) and 

Artificial Neural Network Analysis, specifically Kohonen's Self  Organizing Maps (SOM).  
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Without a credible control group, the most widespread methodologies for estimating causal effects cannot be 

applied. To fill this gap, we propose the Machine Learning Control Method (MLCM), a new approach for causal 

panel analysis based on counterfactual forecasting with machine learning. The MLCM estimates policy-relevant 

causal parameters in short- and long-panel settings without relying on untreated units. We formalize 

identification in the potential outcomes framework and then provide estimation based on supervised machine 

learning algorithms. To illustrate the advantages of our estimator, we present simulation evidence and an 

empirical application on the impact of the COVID-19 crisis on educational inequality in Italy. We implement 

the proposed method in the companion R package MachineControl. 
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The estimation of a causal effect in a multi-treatment framework needs the use of specific statistical tools, 

especially when the number of treatments considered is particularly large. Case studies involving a huge number 

of treatments are quite rare in scientific literature and leverage mainly on two methods: Matching on Poset based 

Average Rank for Multiple Treatments (MARMoT) and Template Matching. The aim of this work consists in 

the comparison of these two techniques through a simulation study that involves different scenarios. We built 

those artificial scenarios varying multiple aspects, such as the number of treatments (50, 250, 500), the presence 

of rare treatments and the presence of rare confounders. Moreover, we implemented small technical changes to 

the two techniques to improve their performance within the different scenarios. Our final goal is to empirically 

establish in which setting each of the two techniques perform better than the other. These two methods are 

compared also with real data coming from Medicare database to compare 41 medical facilities on their 

performance on elderly patients undergoing cardiac surgeries. The conclusion of this study may provide 

valuable guidelines for the selection and implementation of statistical approaches in addressing self-selection 

bias in multi-treatment observational studies. 
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Age digital divide is defined as the gap between older adults and younger individuals in accessing or using 

different digital technologies. Even if this phenomenon has narrowed in recent decades, older people still show 

a lower propensity to use the Internet and adopt new technologies. Results from the literature show that social 

ties with family and friends may have a great influence on the digital inclusion of older adults. To understand 

the causal link between intergenerational ties and the reduction of age digital divide, we propose to combine 

data from the European Social Survey (ESS) and the Survey of Health, Aging and Retirement in Europe 

(SHARE); the former contains information on the digitalization level of older adults, while the latter provides 

details on the  individuals' network of family contacts and friendships. An exact matching of these data sets is 

performed on the basis of the individuals’ demographic characteristics, such as age, health, gender, education, 

income, country, and employment status. Under the strong ignorability assumption, we propose to remove 

covariate imbalance between treatment groups through propensity score matching techniques. A hierarchical 

finite mixture model is then applied to the matched data set, where exposure indicators are added as predictors 

of latent class membership probabilities to inform about the causal effect of interest under strong ignorability. 
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This study outlines the development of an integrated data system specifically tailored for the Italian tourism 

sector, achieved through the combination of microdata from surveys conducted by the Bank of Italy and ISTAT. 

The primary aim is to provide a comprehensive analysis of both national and international tourism aspects, 

thereby enabling exploratory analyses and the construction of useful indicators. This is achieved by integrating 

machine learning predictive models able to maximizing the potential of microdata and yielding better results in 

terms of accuracy (1). The methodology employed involved building a SQL database through Extraction, 

Transformation, and Load (ETL) processes, coupled with the application of advanced analytical techniques and 

predictive models. The results of this study are two-fold, theoretically, it aims to establish a coherent integrated 

system reflecting the complex and multi-segmented nature of tourism phenomena. Practically, it seeks to 

provide an effective tool for public policy makers and industry stakeholders. The use of decision tree algorithm 

not only enhances the understanding of tourism patterns but also lays a solid foundation for more informed and 

strategic decision-making in the tourism field (1).  

Furthermore, the innovative approach of combining various types of data allows for a more detailed view of 

tourism (2), considering variables such as spending trends, traveler preferences, and economic impact. This 

method of data analysis aims to contribute to the evolution of monitoring and managing the Italian tourism 

sector, potentially offering benefits at both national and international levels. 
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This study, exploiting the counterfactual econometric methodology, assesses the impact of the Territorial 

Cohesion Funds 2014-2020, which follow a placebased local development approach, on the performance of the 

Italian tourism sector. In particular, through the analysis of ISTAT data relating to tourist presences and arrivals 

in municipalities, the influence of funding on tourist flows is quantified. 

The Italian spatial heterogeneity, which influences development, has also been taken into account, repeating the 

estimates with respect to recent municipal classifications that identify the "prevailing tourist classes" and the 

inland areas. 

In addition, Machine Learning algorithms were used to predict future tourist flows. This approach makes it 

possible to assess not only past impacts, but also to provide predictions based on empirical analyses. The results 

of this study contribute to a better understanding of local tourism dynamics and the effectiveness of territorial 

development policies in support of the tourism sector. 

Empirical evidence and advanced forecasts provide valuable information for the planning and management of 

resources in the regions covered by the Territorial Cohesion Funds. 
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Studying the movement of tourists inside a destination can be useful to comprehend the spatial temporal 

behavior of tourists, and to investigate the existence of specific paths followed by the tourists. Moreover, 

comprehending which elements can impact on the movement can support the government to identify the 

existence of a specific target and, consequently, create adequate services to support the tourist during the time 

spend in a destination.  

This paper aims to investigate the movement of tourists inside Sardinian Island using the data of tourist 

information points. The Sardinian tourism office managed by the regional government has introduced a new 

system to record information related to the tourists that visit the tourist information points. 

The recorded information allows knowing for each tourist that visits the tourist information point: the 

nationality, the transport main used to arrive in Sardinia and used to move around the different places, and the 

typology of accommodation. Additionally, the tourists communicate the destination visited before to come in 

Tourist information point and the next destination. We use the recorded information to identify firstly the main 

paths chosen by the tourists in Sardinia, secondly to estimate the probability that a tourist chooses a specific 

tourist destination given he/she has been to another destination before; thirdly to comprehend which elements 

can impact on the choice of the next destination. 

Two different methodologies have been used. The first is the complex network approach useful to investigate 

the path between the destinations and to identify the cities most visited inside the Island. 

The second is the Markov chain approach to investigate the probability that a tourist chooses a specific 

destination aJer he/she has been at another destination. 

The first results show the presence of specific tourist paths inside the Island and the main movements is recorded 

in the south of the Island. 
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In Italy, one-third of the systematic daily moves in the country are produced by students. Many research concern 

the mobility of the employed, scarce are those devoted to students mobility (1). The paper is devoted to analyse 

the characteristics of student commuter mobility of two contiguous provinces (Frosinone and Caserta), 

concerning inter-municipal daily moves observed at the 1991-2011 censuses. The methodologies used - additive 

log-linear and gravity models (2) - permit to synthesize the large amount of information contained in the origin-

destination matrix of the commuting flows (nearly 60 thousand cells considering the three censuses) into few 

parameters which permit to distinguish the propensity of the origin area to produce out-flows and that of the 

destination area in which commuters study to attract flows (3). All the developed models control for the effect 

of contiguity and spatial structure of the selected areas. After a brief descriptive analysis of the origin-destination 

matrices conducted using some traditional indicators (self-containment, prevalence, attraction/repulsion effect), 

enlarged gravity model taking into account the spatial structure of the 

selected areas are built. Log-linear additive model (in various versions) is developed to study the interaction 

between origin and destination areas and to test that structure of migration is to be invariant with respect to time 

and sex.The parameters obtained with the two applications described above permit to synthetized the main 

component of the commuting behaviour of the students in the two selected areas. Some comparison with results 

obtained considering work commuters are also discussed in the paper. 

Gravity models fits fairly well the origin/destination matrix of the students who go to the study place each day. 

Log-linear additive models permit to easily put in comparison various matrices describing the spatial structure 

of the commuters in various years and in the two selected provinces.  
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In this work we present the first results from a survey on the propensity of students to adopt sustainable  mobility 

behaviours in the metropolitan area of Rome, including the measurement of the level of risk  perceived by 

vulnerable road users (pedestrians and bikers) in urban routes. The survey is aimed at the population of 18-35 

aged people in the metropolitan city of Rome, who commute  for study reasons at least once a week. Data 

collection is managed through a CATI system. It involves a  sample of 1000 students, balanced by the means 

of transportation they mainly use to reach their study place.  The structure of the questionnaire was inspired by 

the well-known Technology Acceptance Model (TAM) (1), based on a latent variable model, adapted and 

integrated with some typical constructs borrowed from the  main literature on the consumer propensity to 

product purchase (2, 3), i.e. perceived risk, perceived  usefulness, ease of use, push and pull factors, intention 

to use, use behaviour, where the “use” refers to the  adoption of sustainable behaviours in urban mobility 

routes.  The research is part of a wider study on social sustainability in transportation aiming at define guidelines 

and  recommendations for agencies, policymakers, urban planners and other stakeholders involved in the 

design  and forthcoming construction of the Tecnnopole building of Sapienza University of Rome, that will 

be  located in the Pietralata area of Rome. The study aims to contribute valuable insights to help urban 

planners  and other players to create an efficient mobility systems in the whole area.  

Among the main expected results we underline the definition of users’ profiles; the identification of 

the  different degrees and dimensions of risk perception by the vulnerable users; the identification of the 

main  causes of insecurity arising from routes characteristics, weather conditions, traffic conditions, etc.; 

the  identification of the motivations that encourage or discourage users to adopt sustainable mobility 

behaviours.  
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The issue of undergraduate students’ mobility among different Universities during their careers is 

addressed  considering the specific impact that these flows have on origin and destination Universities in terms 

of their  retention ability and attractiveness. This phenomenon has been defined with the expression “students 

churn  risk”, referring to the possibility of students to change Universities as a risk for the University of 

first  enrolment, i.e., as a loss in terms of student population numbers and, vice versa, as an opportunity for 

the  University of second enrolment.  

Moving from this framework, the aim of this contribution is to propose an index of students’ mobility 

flows  based on retention ability and students churn decisions.    

At this aim, also considering the characteristics of the Universities in terms of their size, we propose a normalize 

weighting system for incoming and outcoming flows. Thus, Social Network and Multidimensional Data 

Analyses are used to visualize and explore roles and positions of specific Universities in the whole network. In 

the framework of network data analysis, these flows can be arranged into a weighted, directed bipartite network 

defined by: i) a set of node-origins representing the initial sources (University of first  enrolment), ii) a set of 

node-destinations (University of second enrolment), and iii) a set of arcs joining the  origins and destinations, 

weighted by the occurrence of students moving between any pairs of nodes belonging  to two sets.   

Some case studies analysed at different geographical level (regional and national) are discussed considering the 

choices of Italian students to change University when moving from the first to the second year of a  bachelor's 

degree program.  
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